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Foreword

J. J. Sakurai was always a very welcome guest here at CERN, for he was one of those rare theorists to whom the experimental facts are even more interesting than the theoretical game itself. Nevertheless, he delighted in theoretical physics and in its teaching, a subject on which he held strong opinions. He thought that much theoretical physics teaching was both too narrow and too remote from application: “...we see a number of sophisticated, yet uneducated, theoreticians who are conversant in the LSZ formalism of the Heisenberg field operators, but do not know why an excited atom radiates, or are ignorant of the quantum theoretic derivation of Rayleigh’s law that accounts for the blueness of the sky.” And he insisted that the student must be able to use what has been taught: “The reader who has read the book but cannot do the exercises has learned nothing.”

He put these principles to work in his fine book Advanced Quantum Mechanics (1967) and in Invariance Principles and Elementary Particles (1964), both of which have been very much used in the CERN library. This new book, Modern Quantum Mechanics, should be used even more, by a larger and less specialized group. The book combines breadth of interest with a thorough practicality. Its readers will find here what they need to know, with a sustained and successful effort to make it intelligible.

J. J. Sakurai’s sudden death on November 1, 1982 left this book unfinished. Reinhold Bertlmann and I helped Mrs. Sakurai sort out her husband’s papers at CERN. Among them we found a rough, handwritten version of most of the book and a large collection of exercises. Though only three chapters had been completely finished, it was clear that the bulk of the creative work had been done. It was also clear that much work remained to fill in gaps, polish the writing, and put the manuscript in order.

That the book is now finished is due to the determination of Noriko Sakurai and the dedication of San Fu Tuan. Upon her husband’s death, Mrs. Sakurai resolved immediately that his last effort should not go to waste. With great courage and dignity she became the driving force behind the project, overcoming all obstacles and setting the high standards to be maintained. San Fu Tuan willingly gave his time and energy to the editing and completion of Sakurai’s work. Perhaps only others close to the hectic field of high-energy theoretical physics can fully appreciate the sacrifice involved.

For me personally, J. J. had long been far more than just a particularly distinguished colleague. It saddens me that we will never again laugh together at physics and physicists and life in general, and that he will not see the success of his last work. But I am happy that it has been brought to fruition.

John S. Bell
CERN, Geneva
Preface to the Revised Edition

Since 1989 the Editor has enthusiastically pursued a revised edition of *Modern Quantum Mechanics* by his late great friend J. J. Sakurai, in order to extend this text's usefulness into the twenty-first century. Much consultation took place with the panel of Sakurai friends who helped with the original edition, but in particular with Professor Yasuo Hara of Tsukuba University and Professor Akio Sakurai of Kyoto Sangyo University in Japan.

The major motivation for this project is to revise the main text. There are three important additions and/or changes to the revised edition, which otherwise preserves the original version unchanged. These include a reworking of certain portions of Section 5.2 on time-independent perturbation theory for the degenerate case by Professor Kenneth Johnson of M.I.T., taking into account a subtle point that has not been properly treated by a number of texts on quantum mechanics in this country. Professor Roger Newton of Indiana University contributed refinements on lifetime broadening in Stark effect, additional explanations of phase shifts at resonances, the optical theorem, and on non-normalizable state. These appear as “remarks by the editor” or “editor’s note” in the revised edition. Professor Thomas Fulton of the Johns Hopkins University reworked his Coulomb Scattering contribution (Section 7.13) so that it now appears as a shorter text portion emphasizing the physics, with the mathematical details relegated to Appendix C.

Though not a major part of the text, some additions were deemed necessary to take into account developments in quantum mechanics that have become prominent since November 1, 1982. To this end, two supplements are included at the end of the text. Supplement I is on adiabatic change and geometrical phase (popularized by M. V. Berry since 1983) and is actually an English translation of the supplement on this subject written by Professor Akio Sakurai for the Japanese version of *Modern Quantum Mechanics* (copyright © Yoshioka-Shoten Publishing of Kyoto). Supplement II is on non-exponential decays written by my colleague here, Professor Xerxes Tata, and read over by Professor E. C. G. Sudarshan of the University of Texas at Austin. Though non-exponential decays have a long history theoretically, experimental work on transition rates that tests indirectly such decays was done only in 1990. Introduction of additional material is of course a subjective matter on the part of the Editor; the readers will evaluate for themselves its appropriateness. Thanks to Professor Akio Sakurai, the revised edition has been “finely toothcombed” for misprint errors of the first ten printings of the original edition. My colleague, Professor Sandip Pakvasa, provided overall guidance and encouragement to me throughout this process of revision.
In addition to the acknowledgments above, my former students Li Ping, Shi Xiaohong, and Yasunaga Suzuki provided the sounding board for ideas on the revised edition when taking my graduate quantum mechanics course at the University of Hawaii during the spring of 1992. Suzuki provided the initial translation from Japanese of Supplement I as a course term paper. Dr. Andy Acker provided me with computer graphic assistance. The Department of Physics and Astronomy and particularly the High Energy Physics Group of the University of Hawaii at Manoa provided again both the facilities and a conducive atmosphere for me to carry out my editorial task. Finally I wish to express my gratitude to Physics (and sponsoring) Senior Editor, Stuart Johnson, and his Editorial Assistant, Jennifer Duggan, as well as Senior Production Coordinator Amy Willcutt, of Addison-Wesley for their encouragement and optimism that the revised edition will indeed materialize.

San Fu TUAN
Honolulu, Hawaii
In Memoriam

Jun John Sakurai was born in 1933 in Tokyo and came to the United States as a high school student in 1949. He studied at Harvard and at Cornell, where he received his Ph.D. in 1958. He was then appointed assistant professor of Physics at the University of Chicago, and became a full professor in 1964. He stayed at Chicago until 1970 when he moved to the University of California at Los Angeles, where he remained until his death. During his lifetime he wrote 119 articles in theoretical physics of elementary particles as well as several books and monographs on both quantum and particle theory.

The discipline of theoretical physics has as its principal aim the formulation of theoretical descriptions of the physical world that are at once concise and comprehensive. Because nature is subtle and complex, the pursuit of theoretical physics requires bold and enthusiastic ventures to the frontiers of newly discovered phenomena. This is an area in which Sakurai reigned supreme with his uncanny physical insight and intuition and also his ability to explain these phenomena in illuminating physical terms to the unsophisticated. One has but to read his very lucid textbooks on Invariance Principles and Elementary Particles and Advanced Quantum Mechanics as well as his reviews and summer school lectures to appreciate this. Without exaggeration I could say that much of what I did understand in particle physics came from these and from his articles and private tutoring.

When Sakurai was still a graduate student, he proposed what is now known as the V-A theory of weak interactions, independently of (and simultaneously with) Richard Feynman, Murray Gell-Mann, Robert Marshak, and George Sudarshan. In 1960 he published in Annals of Physics a prophetic paper, probably his single most important one. It was concerned with the first serious attempt to construct a theory of strong interactions based on Abelian and non-Abelian (Yang-Mills) gauge invariance. This seminal work induced theorists to attempt an understanding of the mechanisms of mass generation for gauge (vector) fields, now realized as the Higgs mechanism. Above all it stimulated the search for a realistic unification of forces under the gauge principle, now crowned with success in the celebrated Glashow-Weinberg-Salam unification of weak and electromagnetic forces. On the phenomenological side, Sakurai pursued and vigorously advocated the vector mesons dominance model of hadron dynamics. He was the first to discuss the mixing of ω and φ meson states. Indeed, he made numerous important contributions to particle physics phenomenology in a
much more general sense, as his heart was always close to experimental activities.

I knew Jun John for more than 25 years, and I had the greatest admiration not only for his immense powers as a theoretical physicist but also for the warmth and generosity of his spirit. Though a graduate student himself at Cornell during 1957–1958, he took time from his own pioneering research in K-nucleon dispersion relations to help me (via extensive correspondence) with my Ph.D. thesis on the same subject at Berkeley. Both Sandip Pakvasa and I were privileged to be associated with one of his last papers on weak couplings of heavy quarks, which displayed once more his infectious and intuitive style of doing physics. It is of course gratifying to us in retrospect that Jun John counted this paper among the score of his published works that he particularly enjoyed.

The physics community suffered a great loss at Jun John Sakurai’s death. The personal sense of loss is a severe one for me. Hence I am profoundly thankful for the opportunity to edit and complete his manuscript on *Modern Quantum Mechanics* for publication. In my faith no greater gift can be given me than an opportunity to show my respect and love for Jun John through meaningful service.

*San Fu Tuan*
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Modern Quantum Mechanics
CHAPTER 1

Fundamental Concepts

The revolutionary change in our understanding of microscopic phenomena that took place during the first 27 years of the twentieth century is unprecedented in the history of natural sciences. Not only did we witness severe limitations in the validity of classical physics, but we found the alternative theory that replaced the classical physical theories to be far richer in scope and far richer in its range of applicability.

The most traditional way to begin a study of quantum mechanics is to follow the historical developments—Planck’s radiation law, the Einstein-Debye theory of specific heats, the Bohr atom, de Broglie’s matter waves, and so forth—together with careful analyses of some key experiments such as the Compton effect, the Franck-Hertz experiment, and the Davisson-Germer-Thompson experiment. In that way we may come to appreciate how the physicists in the first quarter of the twentieth century were forced to abandon, little by little, the cherished concepts of classical physics and how, despite earlier false starts and wrong turns, the great masters—Heisenberg, Schrödinger, and Dirac, among others—finally succeeded in formulating quantum mechanics as we know it today.

However, we do not follow the historical approach in this book. Instead, we start with an example that illustrates, perhaps more than any other example, the inadequacy of classical concepts in a fundamental way. We hope that by exposing the reader to a “shock treatment” at the onset, he
or she may be attuned to what we might call the “quantum-mechanical way of thinking” at a very early stage.

1.1. THE STERN-GERLACH EXPERIMENT

The example we concentrate on in this section is the Stern-Gerlach experiment, originally conceived by O. Stern in 1921 and carried out in Frankfurt by him in collaboration with W. Gerlach in 1922. This experiment illustrates in a dramatic manner the necessity for a radical departure from the concepts of classical mechanics. In the subsequent sections the basic formalism of quantum mechanics is presented in a somewhat axiomatic manner but always with the example of the Stern-Gerlach experiment in the back of our minds. In a certain sense, a two-state system of the Stern-Gerlach type is the least classical, most quantum-mechanical system. A solid understanding of problems involving two-state systems will turn out to be rewarding to any serious student of quantum mechanics. It is for this reason that we refer repeatedly to two-state problems throughout this book.

Description of the Experiment

We now present a brief discussion of the Stern-Gerlach experiment, which is discussed in almost any book on modern physics.* First, silver (Ag) atoms are heated in an oven. The oven has a small hole through which some of the silver atoms escape. As shown in Figure 1.1, the beam goes through a collimator and is then subjected to an inhomogeneous magnetic field produced by a pair of pole pieces, one of which has a very sharp edge.

We must now work out the effect of the magnetic field on the silver atoms. For our purpose the following oversimplified model of the silver atom suffices. The silver atom is made up of a nucleus and 47 electrons, where 46 out of the 47 electrons can be visualized as forming a spherically symmetrical electron cloud with no net angular momentum. If we ignore the nuclear spin, which is irrelevant to our discussion, we see that the atom as a whole does have an angular momentum, which is due solely to the spin—intrinsic as opposed to orbital—angular momentum of the single 47th (5s) electron. The 47 electrons are attached to the nucleus, which is $\sim 2 \times 10^5$ times heavier than the electron; as a result, the heavy atom as a whole possesses a magnetic moment equal to the spin magnetic moment of the 47th electron. In other words, the magnetic moment $\mu$ of the atom is

---

*For an elementary but enlightening discussion of the Stern-Gerlach experiment, see French and Taylor (1978, 432–38).
proportional to the electron spin $\mathbf{S}$,
\[ \mu \propto \mathbf{S}, \]  
(1.1.1)
where the precise proportionality factor turns out to be $e/m_\epsilon c$ ($e < 0$ in this book) to an accuracy of about 0.2\%.

Because the interaction energy of the magnetic moment with the magnetic field is just $-\mu \cdot \mathbf{B}$, the $z$-component of the force experienced by the atom is given by
\[ F_z = \frac{\partial}{\partial z} (\mu \cdot \mathbf{B}) = \mu_z \frac{\partial B_z}{\partial z}, \]  
(1.1.2)
where we have ignored the components of $\mathbf{B}$ in directions other than the $z$-direction. Because the atom as a whole is very heavy, we expect that the classical concept of trajectory can be legitimately applied, a point which can be justified using the Heisenberg uncertainty principle to be derived later. With the arrangement of Figure 1.1, the $\mu_z > 0$ ($S_z < 0$) atom experiences a downward force, while the $\mu_z < 0$ ($S_z > 0$) atom experiences an upward force. The beam is then expected to get split according to the values of $\mu_z$. In other words, the SG (Stern-Gerlach) apparatus “measures” the $z$-component of $\mu$ or, equivalently, the $z$-component of $\mathbf{S}$ up to a proportionality factor.

The atoms in the oven are randomly oriented; there is no preferred direction for the orientation of $\mu$. If the electron were like a classical spinning object, we would expect all values of $\mu_z$ to be realized between $|\mu|$ and $-|\mu|$. This would lead us to expect a continuous bundle of beams coming out of the SG apparatus, as shown in Figure 1.2a. Instead, what we
experimentally observe is more like the situation in Figure 1.2b. In other words, the SG apparatus splits the original silver beam from the oven into two distinct components, a phenomenon referred to in the early days of quantum theory as “space quantization.” To the extent that $\mu$ can be identified within a proportionality factor with the electron spin $S$, only two possible values of the $z$-component of $S$ are observed to be possible, $S_z$ up and $S_z$ down, which we call $S_z^+$ and $S_z^-$. The two possible values of $S_z$ are multiples of some fundamental unit of angular momentum; numerically it turns out that $S_z = \hbar/2$ and $-\hbar/2$, where

$$\hbar = 1.0546 \times 10^{-27} \text{ erg-s}$$

$$= 6.5822 \times 10^{-16} \text{ eV-s} \quad (1.1.3)$$

This “quantization” of the electron spin angular momentum is the first important feature we deduce from the Stern-Gerlach experiment.

Of course, there is nothing sacred about the up-down direction or the $z$-axis. We could just as well have applied an inhomogeneous field in a horizontal direction, say in the $x$-direction, with the beam proceeding in the $y$-direction. In this manner we could have separated the beam from the oven into an $S_x^+$ component and an $S_x^-$ component.

**Sequential Stern-Gerlach Experiments**

Let us now consider a sequential Stern-Gerlach experiment. By this we mean that the atomic beam goes through two or more SG apparatuses in sequence. The first arrangement we consider is relatively straightforward. We subject the beam coming out of the oven to the arrangement shown in Figure 1.3a, where $\text{SG}^2$ stands for an apparatus with the inhomogeneous magnetic field in the $z$-direction, as usual. We then block the $S_z^-$ compo-
nent coming out of the first SG\(\hat{z}\) apparatus and let the remaining \(S_x^+\) component be subjected to another SG\(\hat{z}\) apparatus. This time there is only one beam component coming out of the second apparatus—just the \(S_x^+\) component. This is perhaps not so surprising; after all if the atom spins are up, they are expected to remain so, short of any external field that rotates the spins between the first and the second SG\(\hat{z}\) apparatuses.

A little more interesting is the arrangement shown in Figure 1.3b. Here the first SG apparatus is the same as before but the second one (SG\(\hat{x}\)) has an inhomogeneous magnetic field in the \(x\)-direction. The \(S_x^+\) beam that enters the second apparatus (SG\(\hat{x}\)) is now split into two components, an \(S_x^+\) component and an \(S_x^-\) component, with equal intensities. How can we explain this? Does it mean that 50% of the atoms in the \(S_x^+\) beam coming out of the first apparatus (SG\(\hat{z}\)) are made up of atoms characterized by both \(S_z^+\) and \(S_x^+\), while the remaining 50% have both \(S_z^+\) and \(S_x^-\)? It turns out that such a picture runs into difficulty, as will be shown below.

We now consider a third step, the arrangement shown in Figure 1.3(c), which most dramatically illustrates the peculiarities of quantum-mechanical systems. This time we add to the arrangement of Figure 1.3b yet a third apparatus, of the SG\(\hat{z}\) type. It is observed experimentally that two components emerge from the third apparatus, not one; the emerging beams are seen to have both an \(S_z^+\) component and an \(S_z^-\) component. This is a complete surprise because after the atoms emerged from the first
apparatus, we made sure that the $S_z$ - component was completely blocked. How is it possible that the $S_z$ - component which, we thought, we eliminated earlier reappears? The model in which the atoms entering the third apparatus are visualized to have both $S_z +$ and $S_x +$ is clearly unsatisfactory.

This example is often used to illustrate that in quantum mechanics we cannot determine both $S_z$ and $S_x$ simultaneously. More precisely, we can say that the selection of the $S_x +$ beam by the second apparatus (SGx) completely destroys any previous information about $S_z$.

It is amusing to compare this situation with that of a spinning top in classical mechanics, where the angular momentum

$$ L = I \omega $$  \hspace{1cm} (1.1.4)

can be measured by determining the components of the angular-velocity vector $\omega$. By observing how fast the object is spinning in which direction we can determine $\omega_x$, $\omega_y$, and $\omega_z$ simultaneously. The moment of inertia $I$ is computable if we know the mass density and the geometric shape of the spinning top, so there is no difficulty in specifying both $L_z$ and $L_x$ in this classical situation.

It is to be clearly understood that the limitation we have encountered in determining $S_z$ and $S_x$ is not due to the incompetence of the experimentalist. By improving the experimental techniques we cannot make the $S_z -$ component out of the third apparatus in Figure 1.3c disappear. The peculiarities of quantum mechanics are imposed upon us by the experiment itself. The limitation is, in fact, inherent in microscopic phenomena.

**Analogy with Polarization of Light**

Because this situation looks so novel, some analogy with a familiar classical situation may be helpful here. To this end we now digress to consider the polarization of light waves.

Consider a monochromatic light wave propagating in the $z$-direction. A linearly polarized (or plane polarized) light with a polarization vector in the $x$-direction, which we call for short an $x$-polarized light, has a space-time dependent electric field oscillating in the $x$-direction

$$ E = E_0 \hat{x} \cos(kz - \omega t). \hspace{1cm} (1.1.5) $$

Likewise, we may consider a $y$-polarized light, also propagating in the $z$-direction,

$$ E = E_0 \hat{y} \cos(kz - \omega t). \hspace{1cm} (1.1.6) $$

Polarized light beams of type (1.1.5) or (1.1.6) can be obtained by letting an unpolarized light beam go through a Polaroid filter. We call a filter that selects only beams polarized in the $x$-direction an $x$-filter. An $x$-filter, of course, becomes a $y$-filter when rotated by $90^\circ$ about the propagation ($z$)
direction. It is well known that when we let a light beam go through an \(x\)-filter and subsequently let it impinge on a \(y\)-filter, no light beam comes out provided, of course, we are dealing with 100% efficient Polaroids; see Figure 1.4a.

The situation is even more interesting if we insert between the \(x\)-filter and the \(y\)-filter yet another Polaroid that selects only a beam polarized in the direction—which we call the \(x'\)-direction—that makes an angle of 45° with the \(x\)-direction in the \(xy\) plane; see Figure 1.4b. This time, there is a light beam coming out of the \(y\)-filter despite the fact that right after the beam went through the \(x\)-filter it did not have any polarization component in the \(y\)-direction. In other words, once the \(x'\)-filter intervenes and selects the \(x'\)-polarized beam, it is immaterial whether the beam was previously \(x\)-polarized. The selection of the \(x'\)-polarized beam by the second Polaroid destroys any previous information on light polarization. Notice that this situation is quite analogous to the situation that we encountered earlier with the SG arrangement of Figure 1.3b, provided that the following correspondence is made:

\[
S_z \pm \text{ atoms} \leftrightarrow x-, y\text{-polarized light}
\]

\[
S_x \pm \text{ atoms} \leftrightarrow x', y'\text{-polarized light},
\]  

(1.1.7)

where the \(x'\)- and the \(y'\)-axes are defined as in Figure 1.5.

Let us examine how we can quantitatively describe the behavior of 45°-polarized beams (\(x'\)- and \(y'\)-polarized beams) within the framework of
classical electrodynamics. Using Figure 1.5 we obtain

\[ E_0 \hat{x}' \cos(kz - \omega t) = E_0 \left[ \frac{1}{\sqrt{2}} \hat{x} \cos(kz - \omega t) + \frac{1}{\sqrt{2}} \hat{y} \cos(kz - \omega t) \right], \]

\[ E_0 \hat{y}' \cos(kz - \omega t) = E_0 \left[ -\frac{1}{\sqrt{2}} \hat{x} \cos(kz - \omega t) + \frac{1}{\sqrt{2}} \hat{y} \cos(kz - \omega t) \right]. \]  

(1.1.8)

In the triple-filter arrangement of Figure 1.4b the beam coming out of the first Polaroid is an \( \hat{x}' \)-polarized beam, which can be regarded as a linear combination of an \( \hat{x}' \)-polarized beam and a \( \hat{y}' \)-polarized beam. The second Polaroid selects the \( \hat{x}' \)-polarized beam, which can in turn be regarded as a linear combination of an \( \hat{x} \)-polarized and a \( \hat{y} \)-polarized beam. And finally, the third Polaroid selects the \( \hat{y} \)-polarized component.

Applying correspondence (1.1.7) from the sequential Stern-Gerlach experiment of Figure 1.3c, to the triple-filter experiment of Figure 1.4b suggests that we might be able to represent the spin state of a silver atom by some kind of vector in a new kind of two-dimensional vector space, an abstract vector space not to be confused with the usual two-dimensional (\( xy \)) space. Just as \( \hat{x} \) and \( \hat{y} \) in (1.1.8) are the base vectors used to decompose the polarization vector \( \hat{x}' \) of the \( \hat{x}' \)-polarized light, it is reasonable to represent the \( S_x + \) state by a vector, which we call a \textit{ket} in the Dirac notation to be developed fully in the next section. We denote this vector by
\[ |S_z; + \rangle = \frac{1}{\sqrt{2}} |S_z; + \rangle + \frac{1}{\sqrt{2}} |S_z; - \rangle \]
\[ |S_z; - \rangle = -\frac{1}{\sqrt{2}} |S_z; + \rangle + \frac{1}{\sqrt{2}} |S_z; - \rangle \]
in analogy with (1.1.8). Later we will show how to obtain these expressions using the general formalism of quantum mechanics.

Thus the unblocked component coming out of the second (SG\(\hat{x}\)) apparatus of Figure 1.3c is to be regarded as a superposition of \(S_z^+\) and \(S_z^-\) in the sense of (1.1.9a). It is for this reason that two components emerge from the third (SG\(\hat{z}\)) apparatus.

The next question of immediate concern is, How are we going to represent the \(S_y^\pm\) states? Symmetry arguments suggest that if we observe an \(S_z^\pm\) beam going in the \(x\)-direction and subject it to an SG\(\hat{y}\) apparatus, the resulting situation will be very similar to the case where an \(S_z^\pm\) beam going in the \(y\)-direction is subjected to an SG\(\hat{x}\) apparatus. The kets for \(S_y^\pm\) should then be regarded as a linear combination of \(|S_z; \pm \rangle\), but it appears from (1.1.9) that we have already used up the available possibilities in writing \(|S_x; \pm \rangle\). How can our vector space formalism distinguish \(S_y^\pm\) states from \(S_x^\pm\) states?

An analogy with polarized light again rescues us here. This time we consider a circularly polarized beam of light, which can be obtained by letting a linearly polarized light pass through a quarter-wave plate. When we pass such a circularly polarized light through an \(x\)-filter or a \(y\)-filter, we again obtain either an \(x\)-polarized beam or a \(y\)-polarized beam of equal intensity. Yet everybody knows that the circularly polarized light is totally different from the 45\(^\circ\)-linearly polarized (\(x'\)-polarized or \(y'\)-polarized) light.

Mathematically, how do we represent a circularly polarized light? A right circularly polarized light is nothing more than a linear combination of an \(x\)-polarized light and a \(y\)-polarized light, where the oscillation of the electric field for the \(y\)-polarized component is 90\(^\circ\) out of phase with that of the \(x\)-polarized component:

\[ E = E_0 \left[ \frac{1}{\sqrt{2}} \hat{x} \cos(kz - \omega t) + \frac{1}{\sqrt{2}} \hat{y} \cos(kz - \omega t + \frac{\pi}{2}) \right]. \]

It is more elegant to use complex notation by introducing \(\epsilon\) as follows:

\[ \text{Re}(\epsilon) = \frac{E}{E_0}. \]
For a right circularly polarized light, we can then write
\[ \mathbf{\epsilon} = \left[ \frac{1}{\sqrt{2}} \mathbf{\hat{x}} e^{i(kz-\omega t)} + \frac{i}{\sqrt{2}} \mathbf{\hat{y}} e^{i(kz-\omega t)} \right], \] (1.1.12)
where we have used \( i = e^{i\pi/2} \).

We can make the following analogy with the spin states of silver atoms:
\[ S_y + \text{ atom} \leftrightarrow \text{right circularly polarized beam}, \] (1.1.13)
\[ S_y - \text{ atom} \leftrightarrow \text{left circularly polarized beam}. \]

Applying this analogy to (1.1.12), we see that if we are allowed to make the coefficients preceding base kets complex, there is no difficulty in accommodating the \( S_y \pm \) atoms in our vector space formalism:
\[ |S_y; \pm \rangle = \frac{1}{\sqrt{2}} |S_z; + \rangle \pm \frac{i}{\sqrt{2}} |S_z; - \rangle, \] (1.1.14)
which are obviously different from (1.1.9). We thus see that the two-dimensional vector space needed to describe the spin states of silver atoms must be a \textit{complex} vector space; an arbitrary vector in the vector space is written as a linear combination of the base vectors \( |S_z; \pm \rangle \) with, in general, complex coefficients. The fact that the necessity of complex numbers is already apparent in such an elementary example is rather remarkable.

The reader must have noted by this time that we have deliberately avoided talking about photons. In other words, we have completely ignored the quantum aspect of light; nowhere did we mention the polarization states of individual photons. The analogy we worked out is between kets in an abstract vector space that describes the spin states of individual atoms with the polarization vectors of the \textit{classical electromagnetic field}. Actually we could have made the analogy even more vivid by introducing the photon concept and talking about the probability of finding a circularly polarized photon in a linearly polarized state, and so forth; however, that is not needed here. Without doing so, we have already accomplished the main goal of this section: to introduce the idea that quantum-mechanical states are to be represented by vectors in an abstract complex vector space.*

\section*{1.2. KETS, BRAS, AND OPERATORS}

In the preceding section we showed how analyses of the Stern-Gerlach experiment lead us to consider a complex vector space. In this and the

---

*The reader who is interested in grasping the basic concepts of quantum mechanics through a careful study of photon polarization may find Chapter 1 of Baym (1969) extremely illuminating.
following section we formulate the basic mathematics of vector spaces as used in quantum mechanics. Our notation throughout this book is the bra and ket notation developed by P. A. M. Dirac. The theory of linear vector spaces had, of course, been known to mathematicians prior to the birth of quantum mechanics, but Dirac’s way of introducing vector spaces has many advantages, especially from the physicist’s point of view.

**Ket Space**

We consider a complex vector space whose dimensionality is specified according to the nature of a physical system under consideration. In Stern-Gerlach–type experiments where the only quantum-mechanical degree of freedom is the spin of an atom, the dimensionality is determined by the number of alternative paths the atoms can follow when subjected to a SG apparatus; in the case of the silver atoms of the previous section, the dimensionality is just two, corresponding to the two possible values of spin that can assume.* Later, in Section 1.6, we consider the case of continuous spectra—for example, the position (coordinate) or momentum of a particle—where the number of alternatives is nondenumerably infinite, in which case the vector space in question is known as a Hilbert space after D. Hilbert, who studied vector spaces in infinite dimensions.

In quantum mechanics a physical state, for example, a silver atom with a definite spin orientation, is represented by a state vector in a complex vector space. Following Dirac, we call such a vector a ket and denote it by |α⟩. This state ket is postulated to contain complete information about the physical state; everything we are allowed to ask about the state is contained in the ket. Two kets can be added:

$$|α⟩ + |β⟩ = |γ⟩.$$  \hspace{1cm} (1.2.1)

The sum |γ⟩ is just another ket. If we multiply |α⟩ by a complex number c, the resulting product c|α⟩ is another ket. The number c can stand on the left or on the right of a ket; it makes no difference:

$$c|α⟩ = |α⟩c.$$ \hspace{1cm} (1.2.2)

In the particular case where c is zero, the resulting ket is said to be a null ket.

One of the physics postulates is that |α⟩ and c|α⟩, with c ≠ 0, represent the same physical state. In other words, only the “direction” in vector space is of significance. Mathematicians may prefer to say that we are here dealing with rays rather than vectors.

---

*For many physical systems the dimension of the state space is denumerably infinite. While we will usually indicate a finite number of dimensions, N, of the ket space, the results also hold for denumerably infinite dimensions.
An observable, such as momentum and spin components, can be represented by an operator, such as \( A \), in the vector space in question. Quite generally, an operator acts on a ket \( \langle \alpha \rangle \) from the left,

\[
A \cdot \langle \alpha \rangle = A|\alpha\rangle,
\]
which is yet another ket. There will be more on multiplication operations later.

In general, \( A|\alpha\rangle \) is not a constant times \( |\alpha\rangle \). However, there are particular kets of importance, known as eigenkets of operator \( A \), denoted by

\[
|a\rangle, |a''\rangle, |a'''\rangle, \ldots
\]
with the property

\[
A|a\rangle = a'|a\rangle, A|a''\rangle = a''|a''\rangle, \ldots
\]
where \( a', a'', \ldots \) are just numbers. Notice that applying \( A \) to an eigenket just reproduces the same ket apart from a multiplicative number. The set of numbers \( \{ a', a'', a''' , \ldots \} \), more compactly denoted by \( \{a'\} \), is called the set of eigenvalues of operator \( A \). When it becomes necessary to order eigenvalues in a specific manner, \( \{a^{(1)}, a^{(2)}, a^{(3)}, \ldots \} \) may be used in place of \( \{a', a'', a''' , \ldots \} \).

The physical state corresponding to an eigenket is called an eigenstate. In the simplest case of spin \( \frac{1}{2} \) systems, the eigenvalue-eigenket relation (1.2.5) is expressed as

\[
S_z|S_z; + \rangle = \frac{\hbar}{2}|S_z; + \rangle, \quad S_z|S_z; - \rangle = -\frac{\hbar}{2}|S_z; - \rangle,
\]
where \( |S_z; \pm \rangle \) are eigenkets of operator \( S_z \) with eigenvalues \( \pm \hbar/2 \). Here we could have used just \( |\hbar/2 \rangle \) for \( |S_z; + \rangle \) in conformity with the notation \( |a'\rangle \), where an eigenket is labeled by its eigenvalue, but the notation \( |S_z; \pm \rangle \), already used in the previous section, is more convenient here because we also consider eigenkets of \( S_x \):

\[
S_x|S_x; \pm \rangle = \pm \frac{\hbar}{2}|S_x; \pm \rangle.
\]

We remarked earlier that the dimensionality of the vector space is determined by the number of alternatives in Stern-Gerlach-type experiments. More formally, we are concerned with an \( N \)-dimensional vector space spanned by the \( N \) eigenkets of observable \( A \). Any arbitrary ket \( |\alpha\rangle \) can be written as

\[
|\alpha\rangle = \sum_{a'} c_{a'}|a'\rangle,
\]
with \( a', a'', \ldots \) up to \( a^{(N)} \), where \( c_{a'} \) is a complex coefficient. The question of the uniqueness of such an expansion will be postponed until we prove the orthogonality of eigenkets.
Bra Space and Inner Products

The vector space we have been dealing with is a ket space. We now introduce the notion of a bra space, a vector space “dual to” the ket space. We postulate that corresponding to every ket $|\alpha\rangle$ there exists a bra, denoted by $\langle \alpha |$, in this dual, or bra, space. The bra space is spanned by eigenbras $\{ \langle a' | \}$ which correspond to the eigenkets $\{|a'\rangle \}$. There is a one-to-one correspondence between a ket space and a bra space:

$$|\alpha\rangle \leftrightarrow \langle \alpha |$$

$$|a'\rangle, |a''\rangle, \ldots \leftrightarrow \langle a' |, \langle a'' |, \ldots$$

$$|\alpha\rangle + |\beta\rangle \leftrightarrow \langle \alpha | + \langle \beta |$$

(1.2.9)

where DC stands for dual correspondence. Roughly speaking, we can regard the bra space as some kind of mirror image of the ket space.

The bra dual to $c|\alpha\rangle$ is postulated to be $c^*\langle \alpha |$, not $c\langle \alpha |$, which is a very important point. More generally, we have

$$c_\alpha |\alpha\rangle + c_\beta |\beta\rangle \leftrightarrow c_\alpha^*\langle \alpha | + c_\beta^*\langle \beta |.$$

(1.2.10)

We now define the inner product of a bra and a ket.* The product is written as a bra standing on the left and a ket standing on the right, for example,

$$\langle \beta |\alpha\rangle = (\langle \beta |) \cdot (|\alpha\rangle) \quad \text{bra (c)} \quad \text{ket}$$

(1.2.11)

This product is, in general, a complex number. Notice that in forming an inner product we always take one vector from the bra space and one vector from the ket space.

We postulate two fundamental properties of inner products. First,

$$\langle \beta |\alpha\rangle = \langle \alpha |\beta\rangle^*.$$

(1.2.12)

In other words, $\langle \beta |\alpha\rangle$ and $\langle \alpha |\beta\rangle$ are complex conjugates of each other. Notice that even though the inner product is, in some sense, analogous to the familiar scalar product $\mathbf{a} \cdot \mathbf{b}$, $\langle \beta |\alpha\rangle$ must be clearly distinguished from $\langle \alpha |\beta\rangle$; the analogous distinction is not needed in real vector space because $\mathbf{a} \cdot \mathbf{b}$ is equal to $\mathbf{b} \cdot \mathbf{a}$. Using (1.2.12) we can immediately deduce that $\langle \alpha |\alpha\rangle$ must be a real number. To prove this just let $\langle \beta | \to \langle \alpha |$.

*In the literature an inner product is often referred to as a scalar product because it is analogous to $\mathbf{a} \cdot \mathbf{b}$ in Euclidean space; in this book, however, we reserve the term scalar for a quantity invariant under rotations in the usual three-dimensional space.
The second postulate on inner products is
\[ \langle \alpha | \alpha \rangle \geq 0, \tag{1.2.13} \]
where the equality sign holds only if \( |\alpha\rangle \) is a null ket. This is sometimes known as the postulate of positive definite metric. From a physicist's point of view, this postulate is essential for the probabilistic interpretation of quantum mechanics, as will become apparent later.*

Two kets \( |\alpha\rangle \) and \( |\beta\rangle \) are said to be orthogonal if
\[ \langle \alpha | \beta \rangle = 0, \tag{1.2.14} \]
even though in the definition of the inner product the bra \( \langle \alpha \) appears. The orthogonality relation (1.2.14) also implies, via (1.2.12),
\[ \langle \beta | \alpha \rangle = 0. \tag{1.2.15} \]

Given a ket which is not a null ket, we can form a normalized ket \( |\bar{\alpha}\rangle \), where
\[ |\bar{\alpha}\rangle = \left( \frac{1}{\sqrt{\langle \alpha | \alpha \rangle}} \right) |\alpha\rangle, \tag{1.2.16} \]
with the property
\[ \langle \bar{\alpha} | \bar{\alpha} \rangle = 1. \tag{1.2.17} \]
Quite generally, \( \sqrt{\langle \alpha | \alpha \rangle} \) is known as the norm of \( |\alpha\rangle \), analogous to the magnitude of vector \( \sqrt{\mathbf{a} \cdot \mathbf{a}} = |\mathbf{a}| \) in Euclidean vector space. Because \( |\alpha\rangle \) and \( c|\alpha\rangle \) represent the same physical state, we might as well require that the kets we use for physical states be normalized in the sense of (1.2.17).†

**Operators**

As we remarked earlier, observables like momentum and spin components are to be represented by operators that can act on kets. We can consider a more general class of operators that act on kets; they will be denoted by \( X, Y \), and so forth, while \( A, B \), and so on will be used for a restrictive class of operators that correspond to observables.

An operator acts on a ket from the left side,
\[ X \cdot (|\alpha\rangle) = X|\alpha\rangle, \tag{1.2.18} \]
and the resulting product is another ket. Operators \( X \) and \( Y \) are said to be equal,
\[ X = Y, \tag{1.2.19} \]

*Attempts to abandon this postulate led to physical theories with "indefinite metric." We shall not be concerned with such theories in this book.

†For eigenkets of observables with continuous spectra, different normalization conventions will be used; see Section 1.6.
if
\[ X|\alpha\rangle = Y|\alpha\rangle \] (1.2.20)
for an arbitrary ket in the ket space in question. Operator \( X \) is said to be the **null operator** if, for any arbitrary ket \(|\alpha\rangle\), we have
\[ X|\alpha\rangle = 0. \] (1.2.21)
Operators can be added; addition operations are commutative and associative:
\[ X + Y = Y + X, \] (1.2.21a)
\[ X + (Y + Z) = (X + Y) + Z. \] (1.2.21b)
With the single exception of the time-reversal operator to be considered in Chapter 4, the operators that appear in this book are all linear, that is,
\[ X(c_\alpha|\alpha\rangle + c_\beta|\beta\rangle) = c_\alpha X|\alpha\rangle + c_\beta X|\beta\rangle. \] (1.2.22)
An operator \( X \) always acts on a bra from the right side
\[ \langle \alpha| X = \langle \alpha| X, \] (1.2.23)
and the resulting product is another bra. The ket \( X|\alpha\rangle \) and the bra \( \langle \alpha| X \) are, in general, not dual to each other. We define the symbol \( X^\dagger \) as
\[ X|\alpha\rangle \leftrightarrow \langle \alpha| X^\dagger. \] (1.2.24)
The operator \( X^\dagger \) is called the **Hermitian adjoint**, or simply the adjoint, of \( X \). An operator \( X \) is said to be Hermitian if
\[ X = X^\dagger. \] (1.2.25)

**Multiplication**

Operators \( X \) and \( Y \) can be multiplied. Multiplication operations are, in general, **noncommutative**, that is,
\[ XY \neq YX. \] (1.2.26)
Multiplication operations are, however, associative:
\[ X(YZ) = (XY)Z = XYZ. \] (1.2.27)
We also have
\[ X(Y|\alpha\rangle) = (XY)|\alpha\rangle = XY|\alpha\rangle, \] \[ \langle \beta|X \rangle Y = \langle \beta|(XY) = \langle \beta|XY. \] (1.2.28)
Notice that
\[ (XY)^\dagger = Y^\dagger X^\dagger \] (1.2.29)
because

\[ XY|\alpha\rangle = X(Y|\alpha\rangle) \quad \overset{\text{DC}}{\leftrightarrow} \quad (\langle \alpha|Y^\dagger) X^\dagger = \langle \alpha|Y^\dagger X^\dagger. \quad (1.2.30) \]

So far, we have considered the following products: \( \langle \beta|\alpha\rangle \), \( X|\alpha\rangle \), \( \langle \alpha|X \), and \( XY \). Are there other products we are allowed to form? Let us multiply \( |\beta\rangle \) and \( \langle \alpha| \), in that order. The resulting product

\[ (|\beta\rangle)(\langle \alpha|) = |\beta\rangle\langle \alpha| \quad (1.2.31) \]

is known as the outer product of \( |\beta\rangle \) and \( \langle \alpha| \). We will emphasize in a moment that \( |\beta\rangle\langle \alpha| \) is to be regarded as an operator; hence it is fundamentally different from the inner product \( \langle \beta|\alpha\rangle \), which is just a number.

There are also “illegal products.” We have already mentioned that an operator must stand on the left of a ket or on the right of a bra. In other words, \( |\alpha\rangle X \) and \( X\langle \alpha| \) are examples of illegal products. They are neither kets, nor bras, nor operators; they are simply nonsensical. Products like \( |\alpha\rangle|\beta\rangle \) and \( \langle \alpha|\beta \rangle \) are also illegal when \( |\alpha\rangle \) and \( |\beta\rangle \) (\( \langle \alpha| \) and \( \langle \beta| \)) are ket (bra) vectors belonging to the same ket (bra) space.*

**The Associative Axiom**

As is clear from (1.2.27), multiplication operations among operators are associative. Actually the associative property is postulated to hold quite generally as long as we are dealing with “legal” multiplications among kets, bras, and operators. Dirac calls this important postulate the **associative axiom of multiplication**.

To illustrate the power of this axiom let us first consider an outer product acting on a ket:

\[ (|\beta\rangle\langle \alpha|)\cdot|\gamma\rangle. \quad (1.2.32) \]

Because of the associative axiom, we can regard this equally well as

\[ |\beta\rangle \cdot (\langle \alpha|\gamma\rangle), \quad (1.2.33) \]

where \( \langle \alpha|\gamma\rangle \) is just a number. So the outer product acting on a ket is just another ket; in other words, \( |\beta\rangle\langle \alpha| \) can be regarded as an operator. Because (1.2.32) and (1.2.33) are equal, we may as well omit the dots and let \( |\beta\rangle\langle \alpha|\gamma\rangle \) stand for the operator \( |\beta\rangle\langle \alpha| \) acting on \( |\gamma\rangle \) or, equivalently, the number \( \langle \alpha|\gamma\rangle \) multiplying \( |\beta\rangle \). (On the other hand, if (1.2.33) is written as \( (\langle \alpha|\gamma\rangle)\cdot|\beta\rangle \), we cannot afford to omit the dot and brackets because the

---

*Later in the book we will encounter products like \( |\alpha\rangle|\beta\rangle \), which are more appropriately written as \( |\alpha\rangle \otimes |\beta\rangle \), but in such cases \( |\alpha\rangle \) and \( |\beta\rangle \) always refer to kets from different vector spaces. For instance, the first ket belongs to the vector space for electron spin, the second ket to the vector space for electron orbital angular momentum; or the first ket lies in the vector space of particle 1, the second ket in the vector space of particle 2, and so forth.
resulting expression would look illegal.) Notice that the operator $|\beta\rangle\langle\alpha|$ rotates $|\gamma\rangle$ into the direction of $|\beta\rangle$. It is easy to see that if

$$X = |\beta\rangle\langle\alpha|,$$

then

$$X^\dagger = |\alpha\rangle\langle\beta|,$$

which is left as an exercise.

In a second important illustration of the associative axiom, we note that

$$(\langle\beta|) \cdot (X|\alpha\rangle) = (\langle\beta|X\rangle \cdot (|\alpha\rangle).$$

(1.2.36)

Because the two sides are equal, we might as well use the more compact notation

$$\langle\beta|X|\alpha\rangle$$

(1.2.37)

to stand for either side of (1.2.36). Recall now that $\langle\alpha|X^\dagger$ is the bra that is dual to $X|\alpha\rangle$, so

$$\langle\beta|X|\alpha\rangle = \langle\beta|\cdot (X|\alpha\rangle)$$

$$= \{(\langle\alpha|X^\dagger\cdot|\beta\rangle)^*$$

$$= \langle\alpha|X^\dagger|\beta\rangle^*,$$

(1.2.38)

where, in addition to the associative axiom, we used the fundamental property of the inner product (1.2.12). For a Hermitian $X$ we have

$$\langle\beta|X|\alpha\rangle = \langle\alpha|X|\beta\rangle^*.$$  

(1.2.39)

1.3. BASE KETS AND MATRIX REPRESENTATIONS

**Eigenkets of an Observable**

Let us consider the eigenkets and eigenvalues of a Hermitian operator $A$. We use the symbol $A$, reserved earlier for an observable, because in quantum mechanics Hermitian operators of interest quite often turn out to be the operators representing some physical observables.

We begin by stating an important theorem:

**Theorem.** The eigenvalues of a Hermitian operator $A$ are real; the eigenkets of $A$ corresponding to different eigenvalues are orthogonal.

**Proof.** First, recall that

$$A|a'\rangle = a'|a'\rangle.$$  

(1.3.1)
Because $A$ is Hermitian, we also have

$$\langle a''|A = a''^* \langle a''|,$$  \hspace{1cm} (1.3.2)

where $a', a''\ldots$ are eigenvalues of $A$. If we multiply both sides of (1.3.1) by $\langle a''|$ on the left, both sides of (1.3.2) by $|a'\rangle$ on the right, and subtract, we obtain

$$(a' - a''^*) \langle a''|a'\rangle = 0.$$ \hspace{1cm} (1.3.3)

Now $a'$ and $a''$ can be taken to be either the same or different. Let us first choose them to be the same; we then deduce the reality condition (the first half of the theorem)

$$a' = a''^*,$$ \hspace{1cm} (1.3.4)

where we have used the fact that $|a'\rangle$ is not a null ket. Let us now assume $a'$ and $a''$ to be different. Because of the just-proved reality condition, the difference $a' - a''^*$ that appears in (1.3.3) is equal to $a' - a''$, which cannot vanish, by assumption. The inner product $\langle a''|a'\rangle$ must then vanish:

$$\langle a''|a'\rangle = 0, \quad (a' \neq a''),$$ \hspace{1cm} (1.3.5)

which proves the orthogonality property (the second half of the theorem). □

We expect on physical grounds that an observable has real eigenvalues, a point that will become clearer in the next section, where measurements in quantum mechanics will be discussed. The theorem just proved guarantees the reality of eigenvalues whenever the operator is Hermitian. That is why we talk about Hermitian observables in quantum mechanics.

It is conventional to normalize $|a'\rangle$ so the $\{|a'\rangle\}$ form a orthonormal set:

$$\langle a''|a'\rangle = \delta_{a''a'}.$$ \hspace{1cm} (1.3.6)

We may logically ask, Is this set of eigenkets complete? Since we started our discussion by asserting that the whole ket space is spanned by the eigenkets of $A$, the eigenkets of $A$ must therefore form a complete set by construction of our ket space.*

**Eigenkets as Base Kets**

We have seen that the normalized eigenkets of $A$ form a complete orthonormal set. An arbitrary ket in the ket space can be expanded in terms

---

*The astute reader, already familiar with wave mechanics, may point out that the completeness of eigenfunctions we use can be proved by applying the Sturm-Liouville theory to the Schrödinger wave equation. But to “derive” the Schrödinger wave equation from our fundamental postulates, the completeness of the position eigenkets must be assumed.
of the eigenkets of $A$. In other words, the eigenkets of $A$ are to be used as base kets in much the same way as a set of mutually orthogonal unit vectors is used as base vectors in Euclidean space.

Given an arbitrary ket $|\alpha\rangle$ in the ket space spanned by the eigenkets of $A$, let us attempt to expand it as follows:

$$|\alpha\rangle = \sum_{a'} c_{a'} |a'\rangle. \quad (1.3.7)$$

Multiplying $\langle a''|$ on the left and using the orthonormality property (1.3.6), we can immediately find the expansion coefficient,

$$c_{a'} = \langle a'|\alpha\rangle. \quad (1.3.8)$$

In other words, we have

$$|\alpha\rangle = \sum_{a'} |a'\rangle \langle a'|\alpha\rangle, \quad (1.3.9)$$

which is analogous to an expansion of a vector $V$ in (real) Euclidean space:

$$V = \sum_i \hat{e}_i (\hat{e}_i \cdot V), \quad (1.3.10)$$

where $\{\hat{e}_i\}$ form an orthogonal set of unit vectors. We now recall the associative axiom of multiplication: $|a'\rangle \langle a'|\alpha\rangle$ can be regarded either as the number $\langle a'|\alpha\rangle$ multiplying $|a'\rangle$ or, equivalently, as the operator $|a'\rangle \langle a'|$ acting on $|\alpha\rangle$. Because $|\alpha\rangle$ in (1.3.9) is an arbitrary ket, we must have

$$\sum_{a'} |a'\rangle \langle a'| = 1, \quad (1.3.11)$$

where the 1 on the right-hand side is to be understood as the identity operator. Equation (1.3.11) is known as the completeness relation or closure.

It is difficult to overestimate the usefulness of (1.3.11). Given a chain of kets, operators, or bras multiplied in legal orders, we can insert, in any place at our convenience, the identity operator written in form (1.3.11). Consider, for example $\langle \alpha|\alpha\rangle$; by inserting the identity operator between $\langle \alpha|$ and $|\alpha\rangle$, we obtain

$$\langle \alpha|\alpha\rangle = \langle \alpha| \left( \sum_{a'} |a'\rangle \langle a'| \right) |\alpha\rangle$$

$$= \sum_{a'} |\langle a'|\alpha\rangle|^2 \quad (1.3.12)$$

This, incidentally, shows that if $|\alpha\rangle$ is normalized, then the expansion coefficients in (1.3.7) must satisfy

$$\sum_{a'} |c_{a'}|^2 = \sum_{a'} |\langle a'|\alpha\rangle|^2 = 1. \quad (1.3.13)$$
Let us now look at $|a\rangle\langle a'|$ that appears in (1.3.11). Since this is an outer product, it must be an operator. Let it operate on $|\alpha\rangle$:

$$
(|\alpha\rangle\langle a'|)\cdot|\alpha\rangle = |\alpha\rangle\langle a'| \alpha\rangle = c_{a'}|a\rangle.
$$

(1.3.14)

We see that $|a\rangle\langle a'|$ selects that portion of the ket $|\alpha\rangle$ parallel to $|a\rangle$, so $|a\rangle\langle a'|$ is known as the projection operator along the base ket $|a\rangle$ and is denoted by $\Lambda_{a'}$:

$$
\Lambda_{a'} \equiv |a\rangle\langle a'|.
$$

(1.3.15)

The completeness relation (1.3.11) can now be written as

$$
\sum_{a'} \Lambda_{a'} = 1.
$$

(1.3.16)

**Matrix Representations**

Having specified the base kets, we now show how to represent an operator, say $X$, by a square matrix. First, using (1.3.11) twice, we write the operator $X$ as

$$
X = \sum_{a''} \sum_{a'} |a''\rangle\langle a'| X |a'\rangle \langle a'|.
$$

(1.3.17)

There are altogether $N^2$ numbers of form $\langle a''|X|a'\rangle$, where $N$ is the dimensionality of the ket space. We may arrange them into an $N \times N$ square matrix such that the column and row indices appear as follows:

$$
\begin{pmatrix}
\langle a''|X|a'\rangle \\
\end{pmatrix}_{\text{row}}
$$

(1.3.18)

Explicitly we may write the matrix as

$$
X \equiv \begin{pmatrix}
\langle a^{(1)}|X|a^{(1)}\rangle & \langle a^{(1)}|X|a^{(2)}\rangle & \cdots \\
\langle a^{(2)}|X|a^{(1)}\rangle & \langle a^{(2)}|X|a^{(2)}\rangle & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix},
$$

(1.3.19)

where the symbol $\equiv$ stands for “is represented by.”

Using (1.2.38), we can write

$$
\langle a''|X|a'\rangle = \langle a'|X^\dagger|a''\rangle^*.
$$

(1.3.20)

At last, the Hermitian adjoint operation, originally defined by (1.2.24), has been related to the (perhaps more familiar) concept of complex conjugate transposed. If an operator $B$ is Hermitian, we have

$$
\langle a''|B|a'\rangle = \langle a'|B|a''\rangle^*.
$$

(1.3.21)

*We do not use the equality sign here because the particular form of a matrix representation depends on the particular choice of base kets used. The operator is different from a representation of the operator just as the actress is different from a poster of the actress.*
The way we arranged \( \langle a''|X|a' \rangle \) into a square matrix is in conformity with the usual rule of matrix multiplication. To see this just note that the matrix representation of the operator relation

\[
Z = XY
\]  
(1.3.22)

reads

\[
\langle a''|Z|a' \rangle = \langle a''|XY|a' \rangle = \sum_{a'''} \langle a''|X|a''' \rangle \langle a'''|Y|a' \rangle.
\]  
(1.3.23)

Again, all we have done is to insert the identity operator, written in form (1.3.11), between \( X \) and \( Y \).

Let us now examine how the ket relation

\[
|\gamma \rangle = X|\alpha \rangle
\]  
(1.3.24)

can be represented using our base kets. The expansion coefficients of \( |\gamma \rangle \) can be obtained by multiplying \( \langle a'| \) on the left:

\[
\langle a'|\gamma \rangle = \langle a'|X|\alpha \rangle = \sum_{a''} \langle a'|X|a'' \rangle \langle a''|\alpha \rangle.
\]  
(1.3.25)

But this can be seen as an application of the rule for multiplying a square matrix with a column matrix representing once the expansion coefficients of \( |\alpha \rangle \) and \( |\gamma \rangle \) arrange themselves to form column matrices as follows:

\[
|\alpha \rangle \equiv \begin{pmatrix}
\langle a^{(1)}|\alpha \rangle \\
\langle a^{(2)}|\alpha \rangle \\
\langle a^{(3)}|\alpha \rangle \\
\vdots
\end{pmatrix},
\quad |\gamma \rangle \equiv \begin{pmatrix}
\langle a^{(1)}|\gamma \rangle \\
\langle a^{(2)}|\gamma \rangle \\
\langle a^{(3)}|\gamma \rangle \\
\vdots
\end{pmatrix}.
\]  
(1.3.26)

Likewise, given

\[
\langle \gamma| = \langle \alpha|X,
\]  
(1.3.27)

we can regard

\[
\langle \gamma|a' \rangle = \sum_{a''} \langle \alpha|a'' \rangle \langle a''|X|a' \rangle.
\]  
(1.3.28)

So a bra is represented by a row matrix as follows:

\[
\langle \gamma| \equiv (\langle \gamma|a^{(1)} \rangle, \langle \gamma|a^{(2)} \rangle, \langle \gamma|a^{(3)} \rangle, \ldots)
\]

\[
= (\langle a^{(1)}|\gamma \rangle^*, \langle a^{(2)}|\gamma \rangle^*, \langle a^{(3)}|\gamma \rangle^*, \ldots).
\]  
(1.3.29)

Note the appearance of complex conjugation when the elements of the column matrix are written as in (1.3.29). The inner product \( \langle \beta|\alpha \rangle \) can be written as
the product of the row matrix representing $\langle \beta |$ with the column matrix representing $|\alpha \rangle$:

$$\langle \beta | \alpha \rangle = \sum_{a'} \langle \beta | a' \rangle \langle a' | \alpha \rangle \quad = \begin{pmatrix} \langle a^{(1)} | \alpha \rangle \\ \langle a^{(2)} | \alpha \rangle \\ \vdots \end{pmatrix}$$

(1.3.30)

If we multiply the row matrix representing $\langle \alpha |$ with the column matrix representing $|\beta \rangle$, then we obtain just the complex conjugate of the preceding expression, which is consistent with the fundamental property of the inner product (1.2.12). Finally, the matrix representation of the outer product $|\beta \rangle \langle \alpha |$ is easily seen to be

$$|\beta \rangle \langle \alpha | = \begin{pmatrix} \langle a^{(1)} | \beta \rangle \langle a^{(1)} | \alpha \rangle^* & \langle a^{(1)} | \beta \rangle \langle a^{(2)} | \alpha \rangle^* & \cdots \\ \langle a^{(2)} | \beta \rangle \langle a^{(1)} | \alpha \rangle^* & \langle a^{(2)} | \beta \rangle \langle a^{(2)} | \alpha \rangle^* & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix}. \quad (1.3.31)$$

The matrix representation of an observable $A$ becomes particularly simple if the eigenkets of $A$ themselves are used as the base kets. First, we have

$$A = \sum_{a''} \sum_{a'} |a'' \rangle \langle a'' | A | a' \rangle \langle a' | \quad (1.3.32)$$

But the square matrix $\langle a'' | A | a' \rangle$ is obviously diagonal,

$$\langle a'' | A | a' \rangle = \langle a' | A | a' \rangle \delta_{a'a''} = a' \delta_{a'a''}, \quad (1.3.33)$$

so

$$A = \sum_{a'} a' \langle a' | \quad = \sum_{a'} a' \Lambda_{a'}. \quad (1.3.34)$$

**Spin $\frac{1}{2}$ Systems**

It is here instructive to consider the special case of spin $\frac{1}{2}$ systems. The base kets used are $|S_z; \pm \rangle$, which we denote, for brevity, as $|\pm \rangle$. The simplest operator in the ket space spanned by $|\pm \rangle$ is the identity operator, which, according to (1.3.11), can be written as

$$1 = |+ \rangle \langle + | + |- \rangle \langle - |. \quad (1.3.35)$$

According to (1.3.34), we must be able to write $S_z$ as

$$S_z = (\hbar/2) \left[ (|+ \rangle \langle + |) - (|- \rangle \langle - |) \right]. \quad (1.3.36)$$
The eigenket-eigenvalue relation
\[ S_z |\pm \rangle = \pm \left( \frac{\hbar}{2} \right) |\pm \rangle \] (1.3.37)
immediately follows from the orthonormality property of $|\pm \rangle$.

It is also instructive to look at two other operators,
\[ S_+ \equiv \hbar |+ \rangle \langle - |, \quad S_- \equiv \hbar |- \rangle \langle + |, \] (1.3.38)
which are both seen to be non-Hermitian. The operator $S_+$, acting on the spin-down ket $|- \rangle$, turns $|- \rangle$ into the spin-up ket $|+ \rangle$ multiplied by $\hbar$. On the other hand, the spin-up ket $|+ \rangle$, when acted upon by $S_+$, becomes a null ket. So the physical interpretation of $S_+$ is that it raises the spin component by one unit of $\hbar$; if the spin component cannot be raised any further, we automatically get a null state. Likewise, $S_-$ can be interpreted as an operator that lowers the spin component by one unit of $\hbar$. Later we will show that $S_\pm$ can be written as $S_x \pm iS_y$.

In constructing the matrix representations of the angular momentum operators, it is customary to label the column (row) indices in descending order of angular momentum components, that is, the first entry corresponds to the maximum angular momentum component, the second, the next highest, and so forth. In our particular case of spin $\frac{1}{2}$ systems, we have
\[ |+ \rangle \equiv \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad |- \rangle \equiv \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \] (1.3.39a)
\[ S_z \equiv \frac{\hbar}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad S_+ \equiv \hbar \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad S_- \equiv \hbar \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}. \] (1.3.39b)

We will come back to these explicit expressions when we discuss the Pauli two-component formalism in Chapter 3.

1.4. MEASUREMENTS, OBSERVABLES, AND THE UNCERTAINTY RELATIONS

Measurements

Having developed the mathematics of ket spaces, we are now in a position to discuss the quantum theory of measurement processes. This is not a particularly easy subject for beginners, so we first turn to the words of the great master, P. A. M. Dirac, for guidance (Dirac 1958, 36): “A measurement always causes the system to jump into an eigenstate of the dynamical variable that is being measured.” What does all this mean? We interpret Dirac’s words as follows: Before a measurement of observable $A$ is
made, the system is assumed to be represented by some linear combination
\[ |\alpha\rangle = \sum_{a'} c_{a'} |a'\rangle = \sum_{a'} |a'\rangle \langle a'| \alpha\rangle. \]  (1.4.1)

When the measurement is performed, the system is “thrown into” one of the eigenstates, say |\textit{a'}\rangle of observable \textit{A}. In other words,
\[ |\alpha\rangle \xrightarrow{\text{measurement}} |\textit{a'}\rangle. \]  (1.4.2)

For example, a silver atom with an arbitrary spin orientation will change into either |S_z; +\rangle or |S_z; −\rangle when subjected to a SG apparatus of type SG2. Thus \textit{a measurement usually changes the state}. The only exception is when the state is already in one of the eigenstates of the observable being measured, in which case
\[ |\textit{a'}\rangle \xrightarrow{\text{measurement}} |\textit{a'}\rangle \]  (1.4.3)

with certainty, as will be discussed further. When the measurement causes |\alpha\rangle to change into |\textit{a'}\rangle, it is said that \textit{A} is measured to be \textit{a'}. It is in this sense that the result of a measurement yields one of the eigenvalues of the observable being measured.

Given (1.4.1), which is the state ket of a physical system before the measurement, we do not know in advance into which of the various |\textit{a'}\rangle's the system will be thrown as the result of the measurement. We do postulate, however, that the probability for jumping into some particular |\textit{a'}\rangle is given by
\[ \text{Probability for } \textit{a'} = |\langle \textit{a'} | \alpha \rangle|^2, \]  (1.4.4)

provided that |\alpha\rangle is normalized.

Although we have been talking about a single physical system, to determine probability (1.4.4) empirically, we must consider a great number of measurements performed on an ensemble—that is, a collection—of identically prepared physical systems, all characterized by the same ket |\alpha\rangle. Such an ensemble is known as a \textbf{pure ensemble}. (We will say more about ensembles in Chapter 3.) As an example, a beam of silver atoms which survive the first SG2 apparatus of Figure 1.3 with the S_z — component blocked is an example of a pure ensemble because every member atom of the ensemble is characterized by |S_z; +\rangle.

The probabilistic interpretation (1.4.4) for the squared inner product |\langle \textit{a'} | \alpha \rangle|^2 is one of the fundamental postulates of quantum mechanics, so it cannot be proven. Let us note, however, that it makes good sense in extreme cases. Suppose the state ket is |\textit{a'}\rangle itself even before a measurement is made; then according to (1.4.4), the probability for getting \textit{a'}—or, more precisely, for being thrown into |\textit{a'}\rangle—as the result of the measurement is predicted to be 1, which is just what we expect. By measuring \textit{A} once again,
we, of course, get \( |a'\rangle \) only; quite generally, repeated measurements of the same observable in succession yield the same result.* If, on the other hand, we are interested in the probability for the system initially characterized by \( |a'\rangle \) to be thrown into some other eigenket \( |a''\rangle \) with \( a'' \neq a' \), then (1.4.4) gives zero because of the orthogonality between \( |a'\rangle \) and \( |a''\rangle \). From the point of view of measurement theory, orthogonal kets correspond to mutually exclusive alternatives; for example, if a spin \( \frac{1}{2} \) system is in \( |S_z; +\rangle \), it is not in \( |S_z; -\rangle \) with certainty.

Quite generally, the probability for anything must be nonnegative. Furthermore, the probabilities for the various alternative possibilities must add up to unity. Both of these expectations are met by our probability postulate (1.4.4).

We define the **expectation value** of \( A \) taken with respect to state \( |\alpha\rangle \) as

\[
\langle A \rangle \equiv \langle \alpha | A | \alpha \rangle.
\]  

(1.4.5)

To make sure that we are referring to state \( |\alpha\rangle \), the notation \( \langle A \rangle_\alpha \) is sometimes used. Equation (1.4.5) is a definition; however, it agrees with our intuitive notion of *average measured value* because it can be written as

\[
\langle A \rangle = \sum_{a'} \sum_{a''} \langle \alpha | a'' \rangle \langle a'' | a' \rangle \langle a' | \alpha \rangle
\]

\[
= \sum_{a'} \frac{\langle a' | \alpha \rangle^2}{\text{measured value } a' \text{ probability for obtaining } a'}
\]

(1.4.6)

It is very important not to confuse eigenvalues with expectation values. For example, the expectation value of \( S_z \) for spin \( \frac{1}{2} \) systems can assume *any* real value between \(- \hbar / 2\) and \( + \hbar / 2\), say \(0.273 \hbar\); in contrast, the eigenvalue of \( S_z \) assumes only two values, \( \hbar / 2 \) and \(- \hbar / 2\).

To clarify further the meaning of measurements in quantum mechanics we introduce the notion of a **selective measurement**, or *filtration*. In Section 1.1 we considered a Stern-Gerlach arrangement where we let only one of the spin components pass out of the apparatus while we completely blocked the other component. More generally, we imagine a measurement process with a device that selects only one of the eigenkets of \( A \), say \( |a'\rangle \), and rejects all others; see Figure 1.6. This is what we mean by a selective measurement; it is also called filtration because only one of the \( A \) eigenkets filters through the ordeal. Mathematically we can say that such a selective

---

*Here successive measurements must be carried out immediately afterward. This point will become clear when we discuss the time evolution of a state ket in Chapter 2.*
measurement amounts to applying the projection operator $\Lambda_{a'}$ to $|\alpha\rangle$:

$$\Lambda_{a'}|\alpha\rangle = |a'\rangle\langle a'|\alpha\rangle.$$  \hspace{1cm} (1.4.7)

J. Schwinger has developed a formalism of quantum mechanics based on a thorough examination of selective measurements. He introduces a measurement symbol $M(a')$ in the beginning, which is identical to $\Lambda_{a'}$ or $|a'\rangle\langle a'|$ in our notation, and deduces a number of properties of $M(a')$ (and also of $M(b', a')$ which amount to $|b'\rangle\langle a'|$) by studying the outcome of various Stern-Gerlach-type experiments. In this way he motivates the entire mathematics of kets, bras, and operators. In this book we do not follow Schwinger’s path; the interested reader may consult Gottfried’s book. (Gottfried 1966, 192–9).

**Spin $\frac{1}{2}$ Systems, Once Again**

Before proceeding with a general discussion of observables, we once again consider spin $\frac{1}{2}$ systems. This time we show that the results of sequential Stern-Gerlach experiments, when combined with the postulates of quantum mechanics discussed so far, are sufficient to determine not only the $S_{x,y}$ eigenkets, $|S_{x}; \pm\rangle$ and $|S_{y}; \pm\rangle$, but also the operators $S_{x}$ and $S_{y}$ themselves.

First, we recall that when the $S_{x}+$ beam is subjected to an apparatus of type SG2, the beam splits into two components with equal intensities. This means that the probability for the $S_{x}+$ state to be thrown into $|S_{x}; \pm\rangle$, simply denoted as $|\pm\rangle$, is $\frac{1}{2}$ each; hence,

$$|\langle + |S_{x}; +\rangle| = |\langle - |S_{x}; +\rangle| = \frac{1}{\sqrt{2}}.$$  \hspace{1cm} (1.4.8)

We can therefore construct the $S_{x}+$ ket as follows:

$$|S_{x}; +\rangle = \frac{1}{\sqrt{2}}|+\rangle + \frac{1}{\sqrt{2}}e^{i\delta_{1}}|-\rangle,$$  \hspace{1cm} (1.4.9)

with $\delta_{1}$ real. In writing (1.4.9) we have used the fact that the overall phase (common to both $|+\rangle$ and $|-\rangle$) of a state ket is immaterial; the coefficient
of \(|+\rangle\) can be chosen to be real and positive by convention. The \(S_x\) \(-\) ket must be orthogonal to the \(S_x\) \(+\) ket because the \(S_x\) \(+\) alternative and \(S_x\) \(-\) alternative are mutually exclusive. This orthogonality requirement leads to

\[
|S_x; -\rangle = \frac{1}{\sqrt{2}}|+\rangle - \frac{1}{\sqrt{2}} e^{i\delta_1}|-\rangle,
\]

(1.4.10)

where we have, again, chosen the coefficient of \(|+\rangle\) to be real and positive by convention. We can now construct the operator \(S_x\) using (1.3.34) as follows:

\[
S_x = \frac{\hbar}{2} \left[ (|S_x; +\rangle\langle S_x; +|) - (|S_x; -\rangle\langle S_x; -|) \right]
\]

\[
= \frac{\hbar}{2} \left[ e^{-i\delta_1}(|+\rangle\langle -|) + e^{i\delta_1}(|-\rangle\langle +|) \right].
\]

(1.4.11)

Notice that the \(S_x\) we have constructed is Hermitian, just as it must be. A similar argument with \(S_x\) replaced by \(S_y\) leads to

\[
|S_y; \pm\rangle = \frac{1}{\sqrt{2}}|+\rangle \pm \frac{1}{\sqrt{2}} e^{i\delta_2}|-\rangle,
\]

(1.4.12)

\[
S_y = \frac{\hbar}{2} \left[ e^{-i\delta_2}(|+\rangle\langle -|) + e^{i\delta_2}(|-\rangle\langle +|) \right].
\]

(1.4.13)

Is there any way of determining \(\delta_1\) and \(\delta_2\)? Actually there is one piece of information we have not yet used. Suppose we have a beam of spin \(\frac{1}{2}\) atoms moving in the \(z\)-direction. We can consider a sequential Stern-Gerlach experiment with SG\(\hat{x}\) followed by SG\(\hat{y}\). The results of such an experiment are completely analogous to the earlier case leading to (1.4.8):

\[
|\langle S_y; \pm |S_x; +\rangle| = |\langle S_y; \pm |S_x; -\rangle| = \frac{1}{\sqrt{2}},
\]

(1.4.14)

which is not surprising in view of the invariance of physical systems under rotations. Inserting (1.4.10) and (1.4.12) into (1.4.14), we obtain

\[
\frac{1}{2} |1 \pm e^{i(\delta_1 - \delta_2)}| = \frac{1}{\sqrt{2}},
\]

(1.4.15)

which is satisfied only if

\[
\delta_2 - \delta_1 = \pi/2 \quad \text{or} \quad -\pi/2.
\]

(1.4.16)

We thus see that the matrix elements of \(S_x\) and \(S_y\) cannot all be real. If the \(S_x\) matrix elements are real, the \(S_y\) matrix elements must be purely imaginary (and vice versa). Just from this extremely simple example, the introduction of complex numbers is seen to be an essential feature in quantum mechanics. It is convenient to take the \(S_x\) matrix elements to be real* and

---

*This can always be done by adjusting arbitrary phase factors in the definition of \(|+\rangle\) and \(|-\rangle\). This point will become clearer in Chapter 3, where the behavior of \(|\pm\rangle\) under rotations will be discussed.
set $\delta_1 = 0$; if we were to choose $\delta_1 = \pi$, the positive $x$-axis would be oriented in the opposite direction. The second phase angle $\delta_2$ must then be $-\pi/2$ or $\pi/2$. The fact that there is still an ambiguity of this kind is not surprising. We have not yet specified whether the coordinate system we are using is right-handed or left-handed; given the $x$- and the $z$-axes there is still a twofold ambiguity in the choice of the positive $y$-axis. Later we will discuss angular momentum as a generator of rotations using the right-handed coordinate system; it can then be shown that $\delta_2 = \pi/2$ is the correct choice.

To summarize, we have

$$|S_x; \pm \rangle = \frac{1}{\sqrt{2}} |+ \rangle \pm \frac{1}{\sqrt{2}} |-- \rangle, \quad (1.4.17a)$$

$$|S_y; \pm \rangle = \frac{1}{\sqrt{2}} |+ \rangle \pm \frac{i}{\sqrt{2}} |-- \rangle, \quad (1.4.17b)$$

and

$$S_x = \frac{\hbar}{2} \left[ (|-- \rangle \langle + |) + (|- \rangle \langle + |) \right], \quad (1.4.18a)$$

$$S_y = \frac{\hbar}{2} \left[ -i (|-- \rangle \langle + |) + i (|- \rangle \langle + |) \right]. \quad (1.4.18b)$$

The $S_x \pm$ and $S_y \pm$ eigenkets given here are seen to be in agreement with our earlier guesses (1.1.9) and (1.1.14) based on an analogy with linearly and circularly polarized light. (Note, in this comparison, that only the relative phase between the $|+ \rangle$ and $|-- \rangle$ components is of physical significance.) Furthermore, the non-Hermitian $S_\pm$ operators defined by (1.3.38) can now be written as

$$S_\pm = S_x \pm iS_y. \quad (1.4.19)$$

The operators $S_x$ and $S_y$, together with $S_z$ given earlier, can be readily shown to satisfy the commutation relations

$$[S_i, S_j] = i\epsilon_{ijk} \hbar S_k, \quad (1.4.20)$$

and the anticommutation relations

$$\{S_i, S_j\} = \frac{1}{2} \hbar^2 \delta_{ij}, \quad (1.4.21)$$

where the commutator $[,]$ and the anticommutator $\{,\}$ are defined by

$$[A, B] \equiv AB - BA, \quad (1.4.22a)$$

$$\{A, B\} \equiv AB + BA. \quad (1.4.22b)$$

The commutation relations in (1.4.20) will be recognized as the simplest realization of the angular momentum commutation relations, whose significance will be discussed in detail in Chapter 3. In contrast, the anticommutation relations in (1.4.21) turn out to be a special property of spin $\frac{1}{2}$ systems.
We can also define the operator $S \cdot S$, or $S^2$ for short, as follows:
\[ S^2 = S_x^2 + S_y^2 + S_z^2. \] (1.4.23)
Because of (1.4.21), this operator turns out to be just a constant multiple of the identity operator
\[ S^2 = \left( \frac{3}{4} \right) \hbar^2. \] (1.4.24)
We obviously have
\[ [S^2, S_i] = 0. \] (1.4.25)
As will be shown in Chapter 3, for spins higher than $\frac{1}{2}$, $S^2$ is no longer a multiple of the identity operator; however, (1.4.25) still holds.

**Compatible Observables**

Returning now to the general formalism, we will discuss compatible versus incompatible observables. Observables $A$ and $B$ are defined to be compatible when the corresponding operators commute,
\[ [A, B] = 0, \] (1.4.26)
and incompatible when
\[ [A, B] \neq 0. \] (1.4.27)
For example, $S^2$ and $S_z$ are compatible observables, while $S_x$ and $S_z$ are incompatible observables.

Let us first consider the case of compatible observables $A$ and $B$. As usual, we assume that the ket space is spanned by the eigenkets of $A$. We may also regard the same ket space as being spanned by the eigenkets of $B$. We now ask, How are the $A$ eigenkets related to the $B$ eigenkets when $A$ and $B$ are compatible observables?

Before answering this question we must touch upon a very important point we have bypassed earlier—the concept of degeneracy. Suppose there are two (or more) linearly independent eigenkets of $A$ having the same eigenvalue; then the eigenvalues of the two eigenkets are said to be degenerate. In such a case the notation $|a'\rangle$ that labels the eigenket by its eigenvalue alone does not give a complete description; furthermore, we may recall that our earlier theorem on the orthogonality of different eigenkets was proved under the assumption of no degeneracy. Even worse, the whole concept that the ket space is spanned by $\{|a'\rangle\}$ appears to run into difficulty when the dimensionality of the ket space is larger than the number of distinct eigenvalues of $A$. Fortunately, in practical applications in quantum mechanics, it is usually the case that in such a situation the eigenvalues of some other commuting observable, say $B$, can be used to label the degenerate eigenkets.
Now we are ready to state an important theorem.

**Theorem.** Suppose that $A$ and $B$ are compatible observables, and the eigenvalues of $A$ are nondegenerate. Then the matrix elements $\langle a''|B|a'\rangle$ are all diagonal. (Recall here that the matrix elements of $A$ are already diagonal if $\{|a'\rangle\}$ are used as the base kets.)

**Proof.** The proof of this important theorem is extremely simple. Using the definition (1.4.26) of compatible observables, we observe that

$$\langle a''|[A,B]|a'\rangle = (a'' - a')\langle a''|B|a'\rangle = 0.$$  \hspace{1cm} (1.4.28)

So $\langle a''|B|a'\rangle$ must vanish unless $a' = a''$, which proves our assertion. \hfill \Box

We can write the matrix elements of $B$ as

$$\langle a''|B|a'\rangle = \delta_{a'a''}\langle a'|B|a'\rangle.$$  \hspace{1cm} (1.4.29)

So both $A$ and $B$ can be represented by diagonal matrices with the same set of base kets. Using (1.3.17) and (1.4.29) we can write $B$ as

$$B = \sum_{a''} |a''\rangle\langle a''|B|a''\rangle\langle a''|.$$  \hspace{1cm} (1.4.30)

Suppose that this operator acts on an eigenket of $A$:

$$B|a'\rangle = \sum_{a''} |a''\rangle\langle a''|B|a''\rangle\langle a''|a'\rangle = (\langle a'|B|a'\rangle)|a'\rangle.$$  \hspace{1cm} (1.4.31)

But this is nothing other than the eigenvalue equation for the operator $B$ with eigenvalue

$$b' \equiv \langle a'|B|a'\rangle.$$  \hspace{1cm} (1.4.32)

The ket $|a'\rangle$ is therefore a **simultaneous eigenket** of $A$ and $B$. Just to be impartial to both operators, we may use $|a', b'\rangle$ to characterize this simultaneous eigenket.

We have seen that compatible observables have simultaneous eigenkets. Even though the proof given is for the case where the $A$ eigenkets are nondegenerate, the statement holds even if there is an $n$-fold degeneracy, that is,

$$A|a'^{(i)}\rangle = a'|a'^{(i)}\rangle \quad \text{for } i = 1, 2, \ldots, n$$  \hspace{1cm} (1.4.33)

where $|a'^{(i)}\rangle$ are $n$ mutually orthonormal eigenkets of $A$, all with the same eigenvalue $a'$. To see this, all we need to do is construct appropriate linear combinations of $|a'^{(i)}\rangle$ that diagonalize the $B$ operator by following the diagonalization procedure to be discussed in Section 1.5.
A simultaneous eigenket of \( A \) and \( B \), denoted by \( |a', b'\rangle \), has the property
\[
A|a', b'\rangle = a'|a', b'\rangle, \tag{1.4.34a}
\]
\[
B|a', b'\rangle = b'|a', b'\rangle. \tag{1.4.34b}
\]

When there is no degeneracy, this notation is somewhat superfluous because it is clear from (1.4.32) that if we specify \( a' \), we necessarily know the \( b' \) that appears in \( |a', b'\rangle \). The notation \( |a', b'\rangle \) is much more powerful when there are degeneracies. A simple example may be used to illustrate this point.

Even though a complete discussion of orbital angular momentum will not appear in this book until Chapter 3, the reader may be familiar from his or her earlier training in elementary wave mechanics that the eigenvalues of \( L^2 \) (orbital angular momentum squared) and \( L_z \) (the \( z \)-component of orbital angular momentum) are \( \hbar^2 l(l + 1) \) and \( m_l \hbar \), respectively, with \( l \) an integer and \( m_l = -l, -l+1, \ldots, +l \). To characterize an orbital angular momentum state completely, it is necessary to specify both \( l \) and \( m_l \). For example, if we just say \( l = 1 \), the \( m_l \) value can still be 0, +1, or −1; if we just say \( m_l = 1 \), \( l \) can be 1, 2, 3, 4, and so on. Only by specifying both \( l \) and \( m_l \) do we succeed in uniquely characterizing the orbital angular momentum state in question. Quite often a collective index \( K' \) is used to stand for \( (a', b') \), so that
\[
|K'\rangle = |a', b'\rangle. \tag{1.4.35}
\]

We can obviously generalize our considerations to a situation where there are several (more than two) mutually compatible observables, namely,
\[
[A, B] = [B, C] = [A, C] = \cdots = 0. \tag{1.4.36}
\]

Assume that we have found a maximal set of commuting observables; that is, we cannot add any more observables to our list without violating (1.4.36). The eigenvalues of individual operators \( A, B, C, \ldots \) may have degeneracies, but if we specify a combination \( (a', b', c', \ldots) \), then the corresponding simultaneous eigenket of \( A, B, C, \ldots \) is uniquely specified. We can again use a collective index \( K' \) to stand for \( (a', b', c', \ldots) \). The orthonormality relation for
\[
|K'\rangle = |a', b', c', \ldots\rangle \tag{1.4.37}
\]
reads
\[
\langle K''|K'\rangle = \delta_{K'K''} = \delta_{aa'}\delta_{bb'}\delta_{cc'} \cdots, \tag{1.4.38}
\]
while the completeness relation, or closure, can be written as
\[
\sum_{K'} |K'\rangle \langle K'| = \sum_{a'} \sum_{b'} \sum_{c'} \ldots |a', b', c', \ldots\rangle \langle a', b', c', \ldots| = 1. \tag{1.4.39}
\]
We now consider measurements of $A$ and $B$ when they are compatible observables. Suppose we measure $A$ first and obtain result $a'$. Subsequently, we may measure $B$ and get result $b'$. Finally we measure $A$ again. It follows from our measurement formalism that the third measurement always gives $a'$ with certainty, that is, the second ($B$) measurement does not destroy the previous information obtained in the first ($A$) measurement. This is rather obvious when the eigenvalues of $A$ are nondegenerate:

$$|\alpha\rangle \xrightarrow{A\text{ measurement}} |a', b\rangle \xrightarrow{B\text{ measurement}} |a', b'\rangle \xrightarrow{A\text{ measurement}} |a', b'\rangle.$$  

(1.4.40)

When there is degeneracy, the argument goes as follows: After the first ($A$) measurement, which yields $a'$, the system is thrown into some linear combination

$$\sum_{i}^{n} c_{a,i}^{(i)}|a', b^{(i)}\rangle,$$  

(1.4.41)

where $n$ is the degree of degeneracy and the kets $|a', b^{(i)}\rangle$ all have the same eigenvalue $a'$ as far as operator $A$ is concerned. The second ($B$) measurement may select just one of the terms in the linear combination (1.4.41), say, $|a', b^{(j)}\rangle$, but the third ($A$) measurement applied to it still yields $a'$. Whether or not there is degeneracy, $A$ measurements and $B$ measurements do not interfere. The term compatible is indeed deemed appropriate.

**Incompatible Observables**

We now turn to incompatible observables, which are more nontrivial. The first point to be emphasized is that incompatible observables do not have a complete set of simultaneous eigenkets. To show this let us assume the converse to be true. There would then exist a set of simultaneous eigenkets with property (1.4.34a) and (1.4.34b). Clearly,

$$AB|a', b\rangle = Ab'|a', b\rangle = a'b'|a', b\rangle.$$  

(1.4.42)

Likewise,

$$BA|a', b\rangle = Ba'|a', b\rangle = a'b'|a', b\rangle;$$  

(1.4.43)

hence,

$$AB|a', b\rangle = BA|a', b\rangle,$$  

(1.4.44)

and thus $[A, B] = 0$ in contradiction to the assumption. So in general, $|a', b\rangle$ does not make sense for incompatible observables. There is, however, an interesting exception; it may happen that there exists a subspace of the ket space such that (1.4.44) holds for all elements of this subspace, even though $A$ and $B$ are incompatible. An example from the theory of orbital
angular momentum may be helpful here. Suppose we consider an \( l = 0 \) state (s-state). Even though \( L_x \) and \( L_z \) do not commute, this state is a simultaneous eigenstate of \( L_x \) and \( L_z \) (with eigenvalue zero for both operators). The subspace in this case is one-dimensional.

We already encountered some of the peculiarities associated with incompatible observables when we discussed sequential Stern-Gerlach experiments in Section 1.1. We now give a more general discussion of experiments of that type. Consider the sequence of selective measurements shown in Figure 1.7(a). The first (A) filter selects some particular \( |a'\rangle \) and rejects all others, the second (B) filter selects some particular \( |b'\rangle \) and rejects all others, and the third (C) filter selects some particular \( |c'\rangle \) and rejects all others. We are interested in the probability of obtaining \( |c'\rangle \) when the beam coming out of the first filter is normalized to unity. Because the probabilities are multiplicative, we obviously have

\[
|\langle c' | b' \rangle|^2 |\langle b' | a' \rangle|^2 .
\]  
(1.4.45)

Now let us sum over \( b' \) to consider the total probability for going through all possible \( b' \) routes. Operationally this means that we first record the probability of obtaining \( c' \) with all but the first \( b' \) route blocked, then we repeat the procedure with all but the second \( b' \) blocked, and so on; then we sum the probabilities at the end and obtain

\[
\sum_{b'} |\langle c' | b' \rangle|^2 |\langle b' | a' \rangle|^2 = \sum_{b'} \langle c' | b' \rangle \langle b' | a' \rangle \langle a' | b' \rangle \langle b' | c' \rangle .
\]  
(1.4.46)

We now compare this with a different arrangement, where the B filter is absent (or not operative); see Figure 1.7b. Clearly, the probability is

\[
|\langle a' \rangle|^2 = \sum_{b'} |\langle b' \rangle|^2 |\langle b' | a \rangle|^2.
\]

**FIGURE 1.7.** Sequential selective measurements.
just $|\langle c'|a'\rangle|^2$, which can also be written as follows:

$$|\langle c'|a'\rangle|^2 = \sum_{b'} \langle c'|b'\rangle \langle b'|a'\rangle = \frac{1}{2} \sum_{b'} \sum_{b''} \langle c'|b'\rangle \langle b'|a'\rangle \langle a''|b''\rangle \langle b''|c'\rangle. \quad (1.4.47)$$

Notice that expressions (1.4.46) and (1.4.47) are different! This is remarkable because in both cases the pure $|a'\rangle$ beam coming out of the first (A) filter can be regarded as being made up of the B eigenkets

$$|a'\rangle = \sum_{b'} |b'\rangle \langle b'|a'\rangle, \quad (1.4.48)$$

where the sum is over all possible values of $b'$. The crucial point to be noted is that the result coming out of the C filter depends on whether or not B measurements have actually been carried out. In the first case we experimentally ascertain which of the B eigenvalues are actually realized; in the second case, we merely imagine $|a'\rangle$ to be built up of the various $|b'\rangle$'s in the sense of (1.4.48). Put in another way, actually recording the probabilities of going through the various $b'$ routes makes all the difference even though we sum over $b'$ afterwards. Here lies the heart of quantum mechanics.

Under what conditions do the two expressions become equal? It is left as an exercise for the reader to show that for this to happen, in the absence of degeneracy, it is sufficient that

$$[A, B] = 0 \quad \text{or} \quad [B, C] = 0. \quad (1.4.49)$$

In other words, the peculiarity we have illustrated is characteristic of incompatible observables.

The Uncertainty Relation

The last topic to be discussed in this section is the uncertainty relation. Given an observable $A$, we define an operator

$$\Delta A \equiv A - \langle A \rangle, \quad (1.4.50)$$

where the expectation value is to be taken for a certain physical state under consideration. The expectation value of $(\Delta A)^2$ is known as the dispersion of $A$. Because we have

$$\langle (\Delta A)^2 \rangle = \langle (A^2 - 2A\langle A \rangle + \langle A \rangle^2) \rangle = \langle A^2 \rangle - \langle A \rangle^2, \quad (1.4.51)$$

the last line of (1.4.51) may be taken as an alternative definition of dispersion. Sometimes the terms variance and mean square deviation are used for the same quantity. Clearly, the dispersion vanishes when the state in question is an eigenstate of $A$. Roughly speaking, the dispersion of an observable characterizes “fuzziness.” For example, for the $S_z +$ state of a
spin \( \frac{1}{2} \) system, the dispersion of \( S_x \) can be computed to be
\[
\langle S_x^2 \rangle - \langle S_x \rangle^2 = \hbar^2/4.
\] (1.4.52)
In contrast the dispersion \( \langle \Delta S_z \rangle^2 \) obviously vanishes for the \( S_z + \) state. So, for the \( S_z + \) state, \( S_z \) is “sharp”—a vanishing dispersion for \( S_z \)—while \( S_x \) is fuzzy.

We now state the uncertainty relation, which is the generalization of the well-known \( x-p \) uncertainty relation to be discussed in Section 1.6. Let \( A \) and \( B \) be observables. Then for any state we must have the following inequality:
\[
\langle (\Delta A)^2 \rangle \langle (\Delta B)^2 \rangle \geq \frac{1}{4} \langle [A, B] \rangle^2.
\] (1.4.53)
To prove this we first state three lemmas.

**Lemma 1.** The Schwarz inequality
\[
\langle \alpha | \alpha \rangle \langle \beta | \beta \rangle \geq |\langle \alpha | \beta \rangle|^2,
\] (1.4.54)
which is analogous to
\[
|a|^2 |b|^2 \geq |a \cdot b|^2
\] (1.4.55)
in real Euclidian space.

**Proof.** First note
\[
(\langle \alpha | + \lambda^* \langle \beta |) \cdot (|\alpha \rangle + \lambda |\beta \rangle) \geq 0,
\] (1.4.56)
where \( \lambda \) can be any complex number. This inequality must hold when \( \lambda \) is set equal to \(-\langle \beta | \alpha \rangle / \langle \beta | \beta \rangle\):
\[
\langle \alpha | \alpha \rangle \langle \beta | \beta \rangle - |\langle \alpha | \beta \rangle|^2 \geq 0,
\] (1.4.57)
which is the same as (1.4.54).

**Lemma 2.** The expectation value of a Hermitian operator is purely real.

**Proof.** The proof is trivial—just use (1.3.21).

**Lemma 3.** The expectation value of an anti-Hermitian operator, defined by \( C = -C^\dagger \), is purely imaginary.

**Proof.** The proof is also trivial.

Armed with these lemmas, we are in a position to prove the uncertainty relation (1.4.53). Using Lemma 1 with
\[
|\alpha \rangle = \Delta A |\alpha \rangle,
\]
\[
|\beta \rangle = \Delta B |\beta \rangle,
\] (1.4.58)
where the blank ket |⟩ emphasizes the fact that our consideration may be applied to any ket, we obtain

\[ \langle(\Delta A)^2\rangle \langle(\Delta B)^2\rangle \geq |\langle\Delta A\Delta B\rangle|^2, \]

(1.4.59)

where the Hermiticity of \(\Delta A\) and \(\Delta B\) has been used. To evaluate the right-hand side of (1.4.59), we note

\[ \Delta A\Delta B = \frac{1}{2} \{\Delta A, \Delta B\} + \frac{1}{2} [\Delta A, \Delta B], \]

(1.4.60)

where the commutator \([\Delta A, \Delta B]\), which is equal to \([A, B]\), is clearly anti-Hermitian

\[ (\{A, B\})^\dagger = (AB - BA)^\dagger = BA - AB = -[A, B]. \]

(1.4.61)

In contrast, the anticommutator \(\{\Delta A, \Delta B\}\) is obviously Hermitian, so

\[ \langle\Delta A\Delta B\rangle = \frac{1}{2} \langle[A, B]\rangle + \frac{1}{2} \langle\{\Delta A, \Delta B\}\rangle, \]

(1.4.62)

where Lemmas 2 and 3 have been used. The right-hand side of (1.4.59) now becomes

\[ |\langle\Delta A\Delta B\rangle|^2 = \frac{1}{4} |\langle[A, B]\rangle|^2 + \frac{1}{4} |\langle\{\Delta A, \Delta B\}\rangle|^2. \]

(1.4.63)

The proof of (1.4.53) is now complete because the omission of the second (the anticommutator) term of (1.4.63) can only make the inequality relation stronger.*

Applications of the uncertainty relation to spin \(\frac{1}{2}\) systems will be left as exercises. We come back to this topic when we discuss the fundamental \(x-p\) commutation relation in Section 1.6.

1.5. CHANGE OF BASIS

Transformation Operator

Suppose we have two incompatible observables \(A\) and \(B\). The ket space in question can be viewed as being spanned either by the set \(\{|a\rangle\}\) or by the set \(\{|b\rangle\}\). For example, for spin \(\frac{1}{2}\) systems \(|S_z \pm\rangle\) may be used as our base kets; alternatively, \(|S_z \pm\rangle\) may be used as our base kets. The two different sets of base kets, of course, span the same ket space. We are interested in finding out how the two descriptions are related. Changing the

*In the literature most authors use \(\Delta A\) for our \(\sqrt{\langle(\Delta A)^2\rangle}\) so the uncertainty relation is written as \(\Delta A\Delta B \geq \frac{1}{2}|\langle[A, B]\rangle|\). In this book, however, \(\Delta A\) and \(\Delta B\) are to be understood as operators [see (1.4.50)], not numbers.
set of base kets is referred to as a **change of basis** or a **change of representation**. The basis in which the base eigenkets are given by \( \{|a'\rangle\} \) is called the \( A \) representation or, sometimes, the \( A \) diagonal representation because the square matrix corresponding to \( A \) is diagonal in this basis.

Our basic task is to construct a transformation operator that connects the old orthonormal set \( \{|a'\rangle\} \) and the new orthonormal set \( \{|b'\rangle\} \). To this end, we first show the following.

**Theorem.** Given two sets of base kets, both satisfying orthonormality and completeness, there exists a unitary operator \( U \) such that

\[
|b^{(1)}\rangle = U|a^{(1)}\rangle, \quad |b^{(2)}\rangle = U|a^{(2)}\rangle, \ldots, \quad |b^{(N)}\rangle = U|a^{(N)}\rangle.
\]

(1.5.1)

By a **unitary operator** we mean an operator fulfilling the conditions

\[
U^\dagger U = 1
\]

(1.5.2)

as well as

\[
UU^\dagger = 1.
\]

(1.5.3)

**Proof.** We prove this theorem by explicit construction. We assert that the operator

\[
U = \sum_k |b^{(k)}\rangle \langle a^{(k)}|
\]

(1.5.4)

will do the job and we apply this \( U \) to \( |a^{(l)}\rangle \). Clearly,

\[
U |a^{(l)}\rangle = |b^{(l)}\rangle
\]

(1.5.5)

is guaranteed by the orthonormality of \( \{|a'\rangle\} \). Furthermore, \( U \) is unitary:

\[
U^\dagger U = \sum_k \sum_l |a^{(l)}\rangle \langle b^{(l)}| b^{(k)}\rangle \langle a^{(k)}| = \sum_k |a^{(k)}\rangle \langle a^{(k)}| = 1,
\]

(1.5.6)

where we have used the orthonormality of \( \{|b'\rangle\} \) and the completeness of \( \{|a'\rangle\} \). We obtain relation (1.5.3) in an analogous manner.

**Transformation Matrix**

It is instructive to study the matrix representation of the \( U \) operator in the old \( \{|a'\rangle\} \) basis. We have

\[
\langle a^{(k)}|U|a^{(l)}\rangle = \langle a^{(k)}|b^{(l)}\rangle,
\]

(1.5.7)

which is obvious from (1.5.5). In other words, the matrix elements of the \( U \) operator are built up of the inner products of old base bras and new base kets. We recall that the rotation matrix in three dimensions that changes one set of unit base vectors \( (\hat{x}, \hat{y}, \hat{z}) \) into another set \( (\hat{x}', \hat{y}', \hat{z}') \) can be written as
(Goldstein 1980, 128–37, for example)

\[
R = \begin{pmatrix}
\hat{x} \cdot \hat{x}' & \hat{x} \cdot \hat{y}' & \hat{x} \cdot \hat{z}' \\
\hat{y} \cdot \hat{x}' & \hat{y} \cdot \hat{y}' & \hat{y} \cdot \hat{z}' \\
\hat{z} \cdot \hat{x}' & \hat{z} \cdot \hat{y}' & \hat{z} \cdot \hat{z}'
\end{pmatrix}.
\]  

(1.5.8)

The square matrix made up of \( \langle a'^{(k)}|U|a^{(l)} \rangle \) is referred to as the transformation matrix from the \( \{|a'\rangle\} \) basis to the \( \{|b'\rangle\} \) basis.

Given an arbitrary ket \( |\alpha\rangle \) whose expansion coefficients \( \langle a'|\alpha\rangle \) are known in the old basis,

\[
|\alpha\rangle = \sum_{a'} |a'\rangle \langle a'|\alpha\rangle,
\]  

(1.5.9)

how can we obtain \( \langle b'|\alpha\rangle \), the expansion coefficients in the new basis? The answer is very simple: Just multiply (1.5.9) (with \( a' \) replaced by \( a^{(l)} \) to avoid confusion) by \( \langle b^{(k)}| \)

\[
\langle b^{(k)}|\alpha\rangle = \sum_l \langle b^{(k)}|a^{(l)}\rangle \langle a^{(l)}|\alpha\rangle = \sum_l \langle a^{(k)}|U^\dagger|a^{(l)}\rangle \langle a^{(l)}|\alpha\rangle.
\]  

(1.5.10)

In matrix notation, (1.5.10) states that the column matrix for \( |\alpha\rangle \) in the new basis can be obtained just by applying the square matrix \( U^\dagger \) to the column matrix in the old basis:

\[
\text{(New)} = (U^\dagger)(\text{old}).
\]  

(1.5.11)

The relationships between the old matrix elements and the new matrix elements are also easy to obtain:

\[
\langle b^{(k)}|X|b^{(l)}\rangle = \sum_{m} \sum_{n} \langle b^{(k)}|a^{(m)}\rangle \langle a^{(m)}|X|a^{(n)}\rangle \langle a^{(n)}|b^{(l)}\rangle
\]

\[
= \sum_{m} \sum_{n} \langle a^{(k)}|U^\dagger|a^{(m)}\rangle \langle a^{(m)}|X|a^{(n)}\rangle \langle a^{(n)}|U|a^{(l)}\rangle.
\]  

(1.5.12)

This is simply the well-known formula for a similarity transformation in matrix algebra,

\[
X' = U^\dagger X U.
\]  

(1.5.13)

The trace of an operator \( X \) is defined as the sum of diagonal elements:

\[
\text{tr}(X) = \sum_{a'} \langle a'|X|a'\rangle.
\]  

(1.5.14)

Even though a particular set of base kets is used in the definition, \( \text{tr}(X) \)
turns out to be independent of representation, as shown:
\[
\sum_{a'} \langle a'|X|a' \rangle = \sum_{a'} \sum_{b'} \sum_{b''} \langle a'|b' \rangle \langle b'|X|b'' \rangle \langle b''|a' \rangle = \sum_{b'} \sum_{b''} \langle b''|b' \rangle \langle b'|X|b'' \rangle = \sum_{b'} \langle b'|X|b' \rangle. \quad (1.5.15)
\]

We can also prove
\[
\begin{align*}
\text{tr}(XY) &= \text{tr}(YX), \quad (1.5.16a) \\
\text{tr}(U^\dagger XU) &= \text{tr}(X), \quad (1.5.16b) \\
\text{tr}(|a'\rangle \langle a''|) &= \delta_{a'a''}, \quad (1.5.16c) \\
\text{tr}(|b'\rangle \langle a'|) &= \langle a'|b' \rangle. \quad (1.5.16d)
\end{align*}
\]

**Diagonalization**

So far we have not discussed how to find the eigenvalues and eigenkets of an operator \(B\) whose matrix elements in the old \(\{|a'\rangle\}\) basis are assumed to be known. This problem turns out to be equivalent to that of finding the unitary matrix that diagonalizes \(B\). Even though the reader may already be familiar with the diagonalization procedure in matrix algebra, it is worth working out this problem using the Dirac bra-ket notation.

We are interested in obtaining the eigenvalue \(b'\) and the eigenket \(|b'\rangle\) with the property
\[
B|b'\rangle = b'|b'\rangle. \quad (1.5.17)
\]
First, we rewrite this as
\[
\sum_{a'} \langle a''|B|a'\rangle \langle a'|b'\rangle = b' \langle a''|b' \rangle. \quad (1.5.18)
\]
When \(|b'\rangle\) in (1.5.17) stands for the \(l\)th eigenvector of operator \(B\), we can write (1.5.18) in matrix notation as follows:
\[
\begin{pmatrix}
B_{11} & B_{12} & B_{13} & \cdots \\
B_{21} & B_{22} & B_{23} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix}
C_1^{(l)} \\
C_2^{(l)} \\
\vdots
\end{pmatrix}
= b^{(l)}
\begin{pmatrix}
C_1^{(l)} \\
C_2^{(l)} \\
\vdots
\end{pmatrix}, \quad (1.5.19)
\]
with
\[
B_{ij} = \langle a^{(i)}|B|a^{(j)} \rangle, \quad (1.5.20a)
\]
and
\[
C_k^{(l)} = \langle a^{(k)}|b^{(l)} \rangle, \quad (1.5.20b)
\]
where \(i, j, k\) run up to \(N\), the dimensionality of the ket space. As we know
from linear algebra, nontrivial solutions for \( C_k^{(l)} \) are possible only if the characteristic equation

\[
\det (B - \lambda I) = 0
\]

is satisfied. This is an \( N \)th order algebraic equation for \( \lambda \), and the \( N \) roots obtained are to be identified with the various \( b^{(l)} \)'s we are trying to determine. Knowing \( b^{(l)} \) we can solve for the corresponding \( C_k^{(l)} \)'s up to an overall constant to be determined from the normalization condition. Comparing (1.5.20b) with (1.5.7), we see that the \( C_k^{(l)} \)'s are just the elements of the unitary matrix involved in the change of basis \( \{ |a' \rangle \} \rightarrow \{ |b' \rangle \} \).

For this procedure the Hermiticity of \( B \) is important. For example, consider \( S_+ \) defined by (1.3.38) or (1.4.19). This operator is obviously non-Hermitian. The corresponding matrix, which reads in the \( S_z \) basis as

\[
S_+ = \hbar \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix},
\]

cannot be diagonalized by any unitary matrix. In Chapter 2 we will encounter eigenkets of a non-Hermitian operator in connection with a coherent state of a simple harmonic oscillator. Such eigenkets, however, are known not to form a complete orthonormal set, and the formalism we have developed in this section cannot be immediately applied.

**Unitary Equivalent Observables**

We conclude this section by discussing a remarkable theorem on the unitary transform of an observable.

**Theorem.** Consider again two sets of orthonormal basis \( \{ |a' \rangle \} \) and \( \{ |b' \rangle \} \) connected by the \( U \) operator (1.5.4). Knowing \( U \), we may construct a unitary transform of \( A \), \( UAU^{-1} \); then \( A \) and \( UAU^{-1} \) are said to be unitary equivalent observables. The eigenvalue equation for \( A \),

\[
A |a^{(l)} \rangle = a^{(l)} |a^{(l)} \rangle,
\]

clearly implies that

\[
UAU^{-1}U |a^{(l)} \rangle = a^{(l)}U |a^{(l)} \rangle.
\]

But this can be rewritten as

\[
(UAU^{-1}) |b^{(l)} \rangle = a^{(l)} |b^{(l)} \rangle.
\]

This deceptively simple result is quite profound. It tells us that the \( |b' \rangle \)'s are eigenkets of \( UAU^{-1} \) with exactly the same eigenvalues as the \( A \)
eigenvalues. In other words, unitary equivalent observables have identical spectra.

The eigenket \( |b^{(i)}\rangle \), by definition, satisfies the relationship

\[
B |b^{(i)}\rangle = b^{(i)} |b^{(i)}\rangle.
\] (1.5.26)

Comparing (1.5.25) and (1.5.26), we infer that \( B \) and \( UAU^{-1} \) are simultaneously diagonalizable. A natural question is, is \( UAU^{-1} \) the same as \( B \) itself? The answer quite often is yes in cases of physical interest. Take, for example, \( S_x \) and \( S_z \). They are related by a unitary operator, which, as we will discuss in Chapter 3, is actually the rotation operator around the \( y \)-axis by angle \( \pi/2 \). In this case \( S_x \) itself is the unitary transform of \( S_z \). Because we know that \( S_x \) and \( S_z \) exhibit the same set of eigenvalues—namely, \( +\hbar/2 \) and \( -\hbar/2 \)—we see that our theorem holds in this particular example.

1.6. POSITION, MOMENTUM, AND TRANSLATION

Continuous Spectra

The observables considered so far have all been assumed to exhibit discrete eigenvalue spectra. In quantum mechanics, however, there are observables with continuous eigenvalues. Take, for instance, \( p_z \), the \( z \)-component of momentum. In quantum mechanics this is again represented by a Hermitian operator. In contrast to \( S_z \), however, the eigenvalues of \( p_z \) (in appropriate units) can assume any real value between \( -\infty \) and \( \infty \).

The rigorous mathematics of a vector space spanned by eigenkets that exhibit a continuous spectrum is rather treacherous. The dimensionality of such a space is obviously infinite. Fortunately, many of the results we worked out for a finite-dimensional vector space with discrete eigenvalues can immediately be generalized. In places where straightforward generalizations do not hold, we indicate danger signals.

We start with the analogue of eigenvalue equation (1.2.5), which, in the continuous-spectrum case, is written as

\[
\xi |\xi'\rangle = \xi |\xi'\rangle,
\] (1.6.1)

where \( \xi \) is an operator and \( \xi' \) is simply a number. The ket \( |\xi'\rangle \) is, in other words, an eigenket of operator \( \xi \) with eigenvalue \( \xi' \), just as \( |a'\rangle \) is an eigenket of operator \( A \) with eigenvalue \( a' \).

In pursuing this analogy we replace the Kronecker symbol by Dirac's \( \delta \)-function—a discrete sum over the eigenvalues \( \{a'\} \) by an integral over the
continuous variable $\xi'$—so

$$\langle a'|a''\rangle = \delta_{a',a''} \rightarrow \langle \xi'|\xi''\rangle = \delta(\xi' - \xi''),$$  \hspace{1cm} (1.6.2a)

$$\sum_{a'} |a'\rangle\langle a'| = 1 \rightarrow \int d\xi'|\xi'|\langle \xi'| = 1,$$  \hspace{1cm} (1.6.2b)

$$|\alpha\rangle = \sum_{a'} |a'\rangle\langle a'|\alpha\rangle \rightarrow |\alpha\rangle = \int d\xi'|\xi'|\langle \xi'|\alpha\rangle,$$  \hspace{1cm} (1.6.2c)

$$\sum_{a'} |\langle a'|\alpha\rangle|^2 = 1 \rightarrow \int d\xi'|\langle \xi'|\alpha\rangle|^2 = 1,$$  \hspace{1cm} (1.6.2d)

$$\langle \beta|\alpha\rangle = \sum_{a'} \langle \beta|a'\rangle\langle a'|\alpha\rangle \rightarrow \langle \beta|\alpha\rangle = \int d\xi' \langle \beta|\xi'\rangle\langle \xi'|\alpha\rangle,$$  \hspace{1cm} (1.6.2e)

$$\langle a''|A|a'\rangle = a''\delta_{a',a''} \rightarrow \langle \xi''|\xi'|\rangle = \xi'' \delta(\xi'' - \xi').$$  \hspace{1cm} (1.6.2f)

Notice in particular how the completeness relation (1.6.2b) is used to obtain (1.6.2c) and (1.6.2e).

**Position Eigenkets and Position Measurements**

In Section 1.4 we emphasized that a measurement in quantum mechanics is essentially a filtering process. To extend this idea to measurements of observables exhibiting continuous spectra it is best to work with a specific example. To this end we consider the position (or coordinate) operator in one dimension.

The eigenkets $|x'\rangle$ of the position operator $x$ satisfying

$$x|x'\rangle = x |x'\rangle$$  \hspace{1cm} (1.6.3)

are postulated to form a complete set. Here $x'$ is just a number with the dimension of length 0.23 cm, for example, while $x$ is an operator. The state ket for an arbitrary physical state can be expanded in terms of $\{|x'\rangle\}$:

$$|\alpha\rangle = \int_{-\infty}^{\infty} dx' |x'\rangle\langle x'|\alpha\rangle.$$  \hspace{1cm} (1.6.4)

We now consider a highly idealized selective measurement of the position observable. Suppose we place a very tiny detector that clicks only when the particle is precisely at $x'$ and nowhere else. Immediately after the detector clicks, we can say that the state in question is represented by $|x'\rangle$. In other words, when the detector clicks, $|\alpha\rangle$ abruptly "jumps into" $|x'\rangle$ in much the same way as an arbitrary spin state jumps into the $S_z +$ (or $S_z -$) state when subjected to an SG apparatus of the $S_z$ type.

In practice the best the detector can do is to locate the particle within a narrow interval around $x'$. A realistic detector clicks when a particle is observed to be located within some narrow range $(x' - \Delta/2, x' + \Delta/2)$.
When a count is registered in such a detector, the state ket changes abruptly as follows:

$$|\alpha\rangle = \int_{-\infty}^{\infty} dx'' |x''\rangle \langle x''| \alpha\rangle \xrightarrow{\text{measurement}} \int_{x' - \Delta/2}^{x' + \Delta/2} dx'' |x''\rangle \langle x''| \alpha\rangle.$$

(1.6.5)

Assuming that $\langle x''| \alpha\rangle$ does not change appreciably within the narrow interval, the probability for the detector to click is given by

$$|\langle x'| \alpha\rangle|^2 dx',$$

(1.6.6)

where we have written $dx'$ for $\Delta$. This is analogous to $|\langle a'| \alpha\rangle|^2$ for the probability for $|\alpha\rangle$ to be thrown into $|a'\rangle$ when $A$ is measured. The probability of recording the particle somewhere between $-\infty$ and $\infty$ is given by

$$\int_{-\infty}^{\infty} dx' |\langle x'| \alpha\rangle|^2,$$

(1.6.7)

which is normalized to unity if $|\alpha\rangle$ is normalized:

$$\langle \alpha| \alpha\rangle = 1 \Rightarrow \int_{-\infty}^{\infty} dx' \langle \alpha| x'\rangle \langle x'| \alpha\rangle = 1.$$

(1.6.8)

The reader familiar with wave mechanics may have recognized by this time that $\langle x'| \alpha\rangle$ is the wave function for the physical state represented by $|\alpha\rangle$. We will say more about this identification of the expansion coefficient with the $x$-representation of the wave function in Section 1.7.

The notion of a position eigenket can be extended to three dimensions. It is assumed in nonrelativistic quantum mechanics that the position eigenkets $|x'\rangle$ are complete. The state ket for a particle with internal degrees of freedom, such as spin, ignored can therefore be expanded in terms of $\{|x'\rangle\}$ as follows:

$$|\alpha\rangle = \int d^3 x' |x'\rangle \langle x'| \alpha\rangle,$$

(1.6.9)

where $x'$ stands for $x'$, $y'$, and $z'$; in other words, $|x'\rangle$ is a simultaneous eigenket of the observables $x$, $y$, and $z$ in the sense of Section 1.4:

$$|x'\rangle \equiv |x', y', z'\rangle,$$

(1.6.10a)

$$x|x'\rangle = x'|x'\rangle, \quad y|x'\rangle = y'|x'\rangle, \quad z|x'\rangle = z'|x'\rangle.$$ 

(1.6.10b)

To be able to consider such a simultaneous eigenket at all, we are implicitly assuming that the three components of the position vector can be measured simultaneously to arbitrary degrees of accuracy; hence, we must have

$$[x_i, x_j] = 0,$$

(1.6.11)

where $x_1$, $x_2$, and $x_3$ stand for $x$, $y$, and $z$, respectively.
Translation

We now introduce the very important concept of translation, or spatial displacement. Suppose we start with a state that is well localized around \(x'\). Let us consider an operation that changes this state into another well-localized state, this time around \(x' + dx'\) with everything else (for example, the spin direction) unchanged. Such an operation is defined to be an infinitesimal translation by \(dx'\), and the operator that does the job is denoted by \(\mathcal{T}(dx')\):

\[
\mathcal{T}(dx')|x'\rangle = |x' + dx'\rangle,
\]  
(1.6.12)

where a possible arbitrary phase factor is set to unity by convention. Notice that the right-hand side of (1.6.12) is again a position eigenket, but this time with eigenvalue \(x' + dx'\). Obviously \(|x'\rangle\) is not an eigenket of the infinitesimal translation operator.

By expanding an arbitrary state ket \(|\alpha\rangle\) in terms of the position eigenkets we can examine the effect of infinitesimal translation on \(|\alpha\rangle\):

\[
|\alpha\rangle \rightarrow \mathcal{T}(dx')|\alpha\rangle = \mathcal{T}(dx') \int d^3x'|x'\rangle \langle x'|\alpha\rangle = \int d^3x'|x' + dx'\rangle \langle x'|\alpha\rangle.
\]  
(1.6.13)

We also write the right-hand side of (1.6.13) as

\[
\int d^3x'|x' + dx'\rangle \langle x'|\alpha\rangle = \int d^3x'|x'\rangle \langle x' - dx'|\alpha\rangle
\]  
(1.6.14)

because the integration is over all space and \(x'\) is just an integration variable. This shows that the wave function of the translated state \(\mathcal{T}(dx')|\alpha\rangle\) is obtained by substituting \(x' - dx'\) for \(x'\) in \(\langle x'|\alpha\rangle\).

There is an equivalent approach to translation that is often treated in the literature. Instead of considering an infinitesimal translation of the physical system itself, we consider a change in the coordinate system being used such that the origin is shifted in the opposite direction, \(-dx'\). Physically, in this alternative approach we are asking how the same state ket would look to another observer whose coordinate system is shifted by \(-dx'\). In this book we try not to use this approach. Obviously it is important that we do not mix the two approaches!

We now list the properties of the infinitesimal translation operator \(\mathcal{T}(dx')\). The first property we demand is the unitarity property imposed by probability conservation. It is reasonable to require that if the ket \(|\alpha\rangle\) is normalized to unity, the translated ket \(\mathcal{T}(dx')|\alpha\rangle\) also be normalized to unity, so

\[
\langle \alpha|\alpha\rangle = \langle \alpha|\mathcal{T}^+(dx')\mathcal{T}(dx')|\alpha\rangle.
\]  
(1.6.15)

This condition is guaranteed by demanding that the infinitesimal translation
be unitary:

\[ \mathcal{F}(d\mathbf{x}') \mathcal{F}(d\mathbf{x}') = 1. \]  

(1.6.16)

Quite generally, the norm of a ket is preserved under unitary transformations. For the second property, suppose we consider two successive infinitesimal translations—first by \( d\mathbf{x}' \) and subsequently by \( d\mathbf{x}'' \), where \( d\mathbf{x}' \) and \( d\mathbf{x}'' \) need not be in the same direction. We expect the net result to be just a single translation operation by the vector sum \( d\mathbf{x}' + d\mathbf{x}'' \), so we demand that

\[ \mathcal{F}(d\mathbf{x}'') \mathcal{F}(d\mathbf{x}') = \mathcal{F}(d\mathbf{x}' + d\mathbf{x}''). \]  

(1.6.17)

For the third property, suppose we consider a translation in the opposite direction; we expect the opposite-direction translation to be the same as the inverse of the original translation:

\[ \mathcal{F}(-d\mathbf{x}') = \mathcal{F}^{-1}(d\mathbf{x}'). \]  

(1.6.18)

For the fourth property, we demand that as \( d\mathbf{x}' \to 0 \), the translation operation reduce to the identity operation

\[ \lim_{d\mathbf{x}' \to 0} \mathcal{F}(d\mathbf{x}') = 1 \]  

(1.6.19)

and that the difference between \( \mathcal{F}(d\mathbf{x}') \) and the identity operator be of first order in \( d\mathbf{x}' \).

We now demonstrate that if we take the infinitesimal translation operator to be

\[ \mathcal{F}(d\mathbf{x}') = 1 - i\mathbf{K} \cdot d\mathbf{x}', \]  

(1.6.20)

where the components of \( \mathbf{K}, K_x, K_y, \) and \( K_z \), are Hermitian operators, then all the properties listed are satisfied. The first property, the unitarity of \( \mathcal{F}(d\mathbf{x}') \), is checked as follows:

\[ \mathcal{F}(d\mathbf{x}') \mathcal{F}(d\mathbf{x}') = (1 + i\mathbf{K} \cdot d\mathbf{x}')(1 - i\mathbf{K} \cdot d\mathbf{x}') \]

\[ = 1 - i(\mathbf{K} - \mathbf{K}^\dagger) \cdot d\mathbf{x}' + 0[(d\mathbf{x}')^2] \]

\[ \approx 1, \]  

(1.6.21)

where terms of second order in \( d\mathbf{x}' \) have been ignored for an infinitesimal translation. The second property [(1.6.17)] can also be proved as follows:

\[ \mathcal{F}(d\mathbf{x}'') \mathcal{F}(d\mathbf{x}') = (1 - i\mathbf{K} \cdot d\mathbf{x}'') (1 - i\mathbf{K} \cdot d\mathbf{x}') \]

\[ \approx 1 - i\mathbf{K} \cdot (d\mathbf{x}' + d\mathbf{x}'') \]

\[ = \mathcal{F}(d\mathbf{x}' + d\mathbf{x}''). \]  

(1.6.22)

The third and fourth properties are obviously satisfied by (1.6.20).

Accepting (1.6.20) to be the correct form for \( \mathcal{F}(d\mathbf{x}') \), we are in a position to derive an extremely fundamental relation between the \( \mathbf{K} \) oper-
ator and the $x$ operator. First, note that
\[ x \mathcal{F}(d x')|x'\rangle = x|x' + d x'| = (x' + d x')|x' + d x'| \quad (1.6.23a) \]
and
\[ \mathcal{F}(d x')x|x'\rangle = x'\mathcal{F}(d x')|x'\rangle = x'|x' + d x'|; \quad (1.6.23b) \]
hence,
\[ [x, \mathcal{F}(d x')]|x'\rangle = dx'|x' + d x'| = dx'|x'\rangle, \quad (1.6.24) \]
where the error made in writing the last line of (1.6.24) is of second order in $d x'$. Now $|x'\rangle$ can be any position eigenket, and the position eigenkets are known to form a complete set. We must therefore have an operator identity
\[ [x, \mathcal{F}(d x')] = dx', \quad (1.6.25) \]
or
\[ -i x K \cdot d x' + i K \cdot dx' x = dx', \quad (1.6.26) \]
where on the right-hand sides of (1.6.25) and (1.6.26) $dx'$ is understood to be the number $d x'$ multiplied by the identity operator in the ket space spanned by $|x'\rangle$. By choosing $dx'$ in the direction of $\hat{x}_j$ and forming the scalar product with $\hat{x}_i$, we obtain
\[ [x_i, K_j] = i \delta_{ij}, \quad (1.6.27) \]
where again $\delta_{ij}$ is understood to be multiplied by the identity operator.

**Momentum as a Generator of Translation**

Equation (1.6.27) is the fundamental commutation relation between the position operators $x$, $y$, $z$ and the $K$ operators $K_x$, $K_y$, $K_z$. Remember that so far the $K$ operator is defined in terms of the infinitesimal translation operator by (1.6.20). What is the physical significance we can attach to $K$?

J. Schwinger, lecturing on quantum mechanics, once remarked, "... for fundamental properties we will borrow only names from classical physics." In the present case we would like to borrow from classical mechanics the notion that momentum is the generator of an infinitesimal translation. An infinitesimal translation in classical mechanics can be regarded as a canonical transformation,
\[ x_{\text{new}} \equiv X = x + dx, \quad p_{\text{new}} \equiv P = p, \quad (1.6.28) \]
obtainable from the generating function (Goldstein 1980, 395 and 411)
\[ F(x, P) = x \cdot P + p \cdot dx, \quad (1.6.29) \]
where $p$ and $P$ refer to the corresponding momenta.

This equation has a striking similarity to the infinitesimal translation operator (1.6.20) in quantum mechanics, particularly if we recall that $x \cdot P$ in
(1.6.29) is the generating function for the identity transformation \((X = x, P = p)\). We are therefore led to speculate that the operator \(K\) is in some sense related to the momentum operator in quantum mechanics.

Can the \(K\) operator be identified with the momentum operator itself? Unfortunately the dimension is all wrong; the \(K\) operator has the dimension of \(1/\text{length}\) because \(K \cdot dx'\) must be dimensionless. But it appears legitimate to set

\[
K = \frac{p}{\text{universal constant with the dimension of action}}. \tag{1.6.30}
\]

From the fundamental postulates of quantum mechanics there is no way to determine the actual numerical value of the universal constant. Rather, this constant is needed here because, historically, classical physics was developed before quantum mechanics using units convenient for describing macroscopic quantities—the circumference of the earth, the mass of 1 cc of water, the duration of a mean solar day, and so forth. Had microscopic physics been formulated before macroscopic physics, the physicists would have almost certainly chosen the basic units in such a way that the universal constant appearing in (1.6.30) would be unity.

An analogy from electrostatics may be helpful here. The interaction energy between two particles of charge \(e\) separated at a distance \(r\) is proportional to \(e^2/r\); in unrationalized Gaussian units, the proportionality factor is just 1, but in rationalized mks units, which may be more convenient for electrical engineers, the proportionality factor is \(1/4\pi\varepsilon_0\).

The universal constant that appears in (1.6.30) turns out to be the same as the constant \(h\) that appears in L. de Broglie’s relation, written in 1924,

\[
\frac{2\pi}{\lambda} = \frac{p}{\hbar}, \tag{1.6.31}
\]

where \(\lambda\) is the wavelength of a “particle wave.” In other words, the \(K\) operator is the quantum mechanical operator that corresponds to the wave number—that is, \(2\pi\) times the reciprocal wavelength, usually denoted by \(k\).

With this identification the infinitesimal translation operator \(\mathcal{T}(dx')\) reads

\[
\mathcal{T}(dx') = 1 - i p \cdot dx' / \hbar, \tag{1.6.32}
\]

where \(p\) is the momentum operator. The commutation relation (1.6.27) now becomes

\[
[x_i, p_j] = i\hbar \delta_{ij}. \tag{1.6.33}
\]

The commutation relations (1.6.33) imply, for example, that \(x\) and \(p_x\) (but not \(x\) and \(p_y\)) are incompatible observables. It is therefore impossible to find simultaneous eigenkets of \(x\) and \(p_x\). The general formalism of
Section 1.4 can be applied here to obtain the **position-momentum uncertainty relation** of W. Heisenberg:

$$\left\langle (\Delta x)^2 \right\rangle \left\langle (\Delta p_x)^2 \right\rangle \geq \hbar^2 / 4.$$  \hspace{1cm} (1.6.34)

Some applications of (1.6.34) will appear in Section 1.7.

So far we have concerned ourselves with infinitesimal translations. A finite translation—that is, a spatial displacement by a finite amount—can be obtained by successively compounding infinitesimal translations. Let us consider a finite translation in the $x$-direction by an amount $\Delta x'$:

$$\mathcal{T}(\Delta x' \hat{x}) |x'\rangle = |x' + \Delta x' \rangle.$$  \hspace{1cm} (1.6.35)

By compounding $N$ infinitesimal translations, each of which is characterized by a spatial displacement $\Delta x'/N$ in the $x$-direction, and letting $N \to \infty$, we obtain

$$\begin{align*}
\mathcal{T}(\Delta x' \hat{x}) &= \lim_{N \to \infty} \left( 1 - \frac{ip_x \Delta x'}{Nh} \right)^N \\
&= \exp\left( - \frac{ip_x \Delta x'}{\hbar} \right).
\end{align*}$$  \hspace{1cm} (1.6.36)

Here $\exp(-ip_x \Delta x'/\hbar)$ is understood to be a function of the operator $p_x$; generally, for any operator $X$ we have

$$\exp(X) \equiv 1 + X + \frac{X^2}{2!} + \cdots.$$  \hspace{1cm} (1.6.37)

A fundamental property of translations is that successive translations in different directions, say in the $x$- and $y$-directions, commute. We see this clearly in Figure 1.8; in shifting from $A$ and $B$ it does not matter whether we go via $C$ or via $D$. Mathematically,

$$\begin{align*}
\mathcal{T}(\Delta y' \hat{y}) \mathcal{T}(\Delta x' \hat{x}) &= \mathcal{T}(\Delta x' \hat{x} + \Delta y' \hat{y}), \\
\mathcal{T}(\Delta x' \hat{x}) \mathcal{T}(\Delta y' \hat{y}) &= \mathcal{T}(\Delta x' \hat{x} + \Delta y' \hat{y}).
\end{align*}$$  \hspace{1cm} (1.6.38)
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**FIGURE 1.8.** Successive translations in different directions.
This point is not so trivial as it may appear; we will show in Chapter 3 that rotations about different axes do not commute. Treating $\Delta x'$ and $\Delta y'$ up to second order, we obtain

$$
\left[ \mathcal{T}(\Delta y'), \mathcal{T}(\Delta x') \right] = \left( 1 - \frac{ip_y\Delta y'}{\hbar} - \frac{p_y^2(\Delta y')^2}{2\hbar^2} + \cdots \right) \left( 1 - \frac{ip_x\Delta x'}{\hbar} - \frac{p_x^2(\Delta x')^2}{2\hbar^2} + \cdots \right)
$$

$$
\approx -\frac{(\Delta x')(\Delta y')}{\hbar^2} [p_y, p_x]. \tag{1.6.39}
$$

Because $\Delta x'$ and $\Delta y'$ are arbitrary, requirement (1.6.38), or

$$
\left[ \mathcal{T}(\Delta y'), \mathcal{T}(\Delta x') \right] = 0, \tag{1.6.40}
$$

immediately leads to

$$
[p_x, p_y] = 0, \tag{1.6.41}
$$

or, more generally,

$$
[p_i, p_j] = 0. \tag{1.6.42}
$$

This commutation relation is a direct consequence of the fact that translations in different directions commute. Whenever the generators of transformations commute, the corresponding group is said to be Abelian. The translation group in three dimensions is Abelian.

Equation (1.6.42) implies that $p_x$, $p_y$, and $p_z$ are mutually compatible observables. We can therefore conceive of a simultaneous eigenket of $p_x, p_y, p_z$, namely,

$$
|p'\rangle \equiv |p'_x, p'_y, p'_z\rangle, \quad \tag{1.6.43a}
$$

$$
p_x|p'\rangle = p'_x|p'\rangle, \quad p_y|p'\rangle = p'_y|p'\rangle, \quad p_z|p'\rangle = p'_z|p'\rangle. \quad \tag{1.6.43b}
$$

It is instructive to work out the effect of $\mathcal{T}(dx')$ on such a momentum eigenket:

$$
\mathcal{T}(dx')|p'\rangle = \left( 1 - \frac{ip^*dx'}{\hbar} \right)|p'\rangle = \left( 1 - \frac{ip^*dx'}{\hbar} \right)|p'\rangle. \tag{1.6.44}
$$

We see that the momentum eigenket remains the same even though it suffers a slight phase change, so unlike $|x'\rangle$, $|p'\rangle$ is an eigenket of $\mathcal{T}(dx')$, which we anticipated because

$$
[p, \mathcal{T}(dx')] = 0. \tag{1.6.45}
$$

Notice, however, that the eigenvalue of $\mathcal{T}(dx')$ is complex; we do not
expect a real eigenvalue here because $\mathcal{F}(dx')$, though unitary, is not Hermitian.

**The Canonical Commutation Relations**

We summarize the commutator relations we inferred by studying the properties of translation:

$$[x_i, x_j] = 0, \quad [p_i, p_j] = 0, \quad [x_i, p_j] = i\hbar \delta_{ij}. \quad (1.6.46)$$

These relations form the cornerstone of quantum mechanics; in his book, P. A. M. Dirac calls them the “fundamental quantum conditions.” More often they are known as the **canonical commutation relations**, or the **fundamental commutation relations**.

Historically it was W. Heisenberg who, in 1925, showed that the combination rule for atomic transition lines known at that time could best be understood if one associated arrays of numbers obeying certain multiplication rules with these frequencies. Immediately afterward M. Born and P. Jordan pointed out that Heisenberg’s multiplication rules are essentially those of matrix algebra, and a theory was developed based on the matrix analogues of (1.6.46), which is now known as **matrix mechanics**.*

Also in 1925, P. A. M. Dirac observed that the various quantum-mechanical relations can be obtained from the corresponding classical relations just by replacing classical Poisson brackets by commutators, as follows:

$$[\ , \ ]_{\text{classical}} \rightarrow \left[ \frac{\ , \ }{i\hbar} \right], \quad (1.6.47)$$

where we may recall that the classical Poisson brackets are defined for functions of $q$’s and $p$’s as

$$[A(q, p), B(q, p)]_{\text{classical}} \equiv \sum_s \left( \frac{\partial A}{\partial q_s} \frac{\partial B}{\partial p_s} - \frac{\partial A}{\partial p_s} \frac{\partial B}{\partial q_s} \right). \quad (1.6.48)$$

For example, in classical mechanics, we have

$$[x_i, p_j]_{\text{classical}} = \delta_{ij}, \quad (1.6.49)$$

which in quantum mechanics turns into (1.6.33).

Dirac’s rule (1.6.47) is plausible because the classical Poisson brackets and quantum-mechanical commutators satisfy similar algebraic properties. In particular, the following relations can be proved regardless of whether $[\ , \ ]$ is understood as a classical Poisson bracket or as a quantum-

*Appropriately, $pq - qp = \hbar / 2\pi i$ is inscribed on the gravestone of M. Born in Göttingen.
mechanical commutator:

\[ [A, A] = 0 \]  
\[ [A, B] = -[B, A] \]  
\[ [A, c] = 0 \quad (c \text{ is just a number}) \]

\[ [A + B, C] = [A, C] + [B, C] \]  

\[ [A, [B, C]] + [B, [C, A]] + [C, [A, B]] = 0, \]

where the last relation is known as the **Jacobi identity**.* However, there are important differences. First, the dimension of the classical Poisson bracket differs from that of the quantum-mechanical commutator because of the differentiations with respect to \( q \) and \( p \) appearing in (1.6.48). Second, the Poisson bracket of real functions of \( q \)'s and \( p \)'s is purely real, while the commutator of two Hermitian operators is anti-Hermitian (see Lemma 3 of Section 1.4). To take care of these differences the factor \( i\hbar \) is inserted in (1.6.47).

We have deliberately avoided exploiting Dirac's analogy in obtaining the canonical commutation relations. Our approach to the commutation relations is based solely on (1) the properties of translations and (2) the identification of the generator of translation with the momentum operator modulo a universal constant with the dimension of action. We believe that this approach is more powerful because it can be generalized to situations where observables have no classical analogues. For example, the spin-angular-momentum components we encountered in Section 1.4 having nothing to do with the \( p \)'s and \( q \)'s of classical mechanics; yet, as we will show in Chapter 3, the spin-angular-momentum commutation relations can be derived using the properties of rotations just as we derived the canonical commutation relations using the properties of translations.

1.7. WAVE FUNCTIONS IN POSITION AND MOMENTUM SPACE

**Position-Space Wave Function**

In this section we present a systematic study of the properties of wave functions in both position and momentum space. For simplicity let us return to the one-dimensional case. The base kets used are the position kets

---

*It is amusing that the Jacobi identity in quantum mechanics is much easier to prove than its classical analogue.
satisfying
\[ x|\alpha\rangle = x'|\alpha\rangle, \quad (1.7.1) \]
normalized in such a way that the orthogonality condition reads
\[ \langle x''|x'\rangle = \delta(x'' - x'). \quad (1.7.2) \]
We have already remarked that the ket representing a physical state can be expanded in terms of \(|x'\rangle\),
\[ |\alpha\rangle = \int dx'|x'\rangle\langle x'|\alpha\rangle, \quad (1.7.3) \]
and that the expansion coefficient \(\langle x'|\alpha\rangle\) is interpreted in such a way that
\[ |\langle x'|\alpha\rangle|^2 dx' \quad (1.7.4) \]
is the probability for the particle to be found in a narrow interval \(dx'\) around \(x'\). In our formalism the inner product \(\langle x'|\alpha\rangle\) is what is usually referred to as the wave function \(\psi_\alpha(x')\) for state \(|\alpha\rangle\):
\[ \langle x'|\alpha\rangle = \psi_\alpha(x'). \quad (1.7.5) \]

In elementary wave mechanics the probabilistic interpretations for the expansion coefficient \(c_\alpha\) (\(= \langle a'|\alpha\rangle\)) and for the wave function \(\psi_\alpha(x')\) (\(= \langle x'|\alpha\rangle\)) are often presented as separate postulates. One of the major advantages of our formalism, originally due to Dirac, is that the two kinds of probabilistic interpretations are unified; \(\psi_\alpha(x')\) is an expansion coefficient [see (1.7.3)] in much the same way as \(c_\alpha\) is. By following the footsteps of Dirac we come to appreciate the unity of quantum mechanics.

Consider the inner product \(\langle \beta|\alpha\rangle\). Using the completeness of \(|x'\rangle\), we have
\[ \langle \beta|\alpha\rangle = \int dx'|\beta\rangle\langle x'|\alpha\rangle = \int dx' \psi^*_\beta(x') \psi_\alpha(x'), \quad (1.7.6) \]
so \(\langle \beta|\alpha\rangle\) characterizes the overlap between the two wave functions. Note that we are not defining \(\langle \beta|\alpha\rangle\) as the overlap integral; the identification of \(\langle \beta|\alpha\rangle\) with the overlap integral follows from our completeness postulate for \(|x'\rangle\). The more general interpretation of \(\langle \beta|\alpha\rangle\), independent of representations, is that it represents the probability amplitude for state \(|\alpha\rangle\) to be found in state \(|\beta\rangle\).

This time let us interpret the expansion
\[ |\alpha\rangle = \sum_{a'} |a'\rangle\langle a'|\alpha\rangle \quad (1.7.7) \]
using the language of wave functions. We just multiply both sides of (1.7.7)
by the position eigenbra $\langle x'|$ on the left. Thus
\[ \langle x'|\alpha \rangle = \sum_{a'} \langle x'|a'\rangle \langle a'|\alpha \rangle. \quad (1.7.8) \]

In the usual notation of wave mechanics this is recognized as
\[ \psi_a(x') = \sum_{a'} c_{a'} u_{a'}(x'), \]
where we have introduced an **eigenfunction** of operator $A$ with eigenvalue $a'$:
\[ u_{a'}(x') = \langle x'|a'\rangle. \quad (1.7.9) \]

Let us now examine how $\langle \beta|A|\alpha \rangle$ can be written using the wave functions for $|\alpha\rangle$ and $|\beta\rangle$. Clearly, we have
\[
\langle \beta|A|\alpha \rangle = \int dx' \int dx'' \langle \beta|x'\rangle \langle x'|A|x''\rangle \langle x''|\alpha \rangle
= \int dx' \int dx'' \psi^*_\beta(x') \langle x'|A|x''\rangle \psi_a(x'').
\quad (1.7.10)
\]

So to be able to evaluate $\langle \beta|A|\alpha \rangle$, we must know the matrix element $\langle x'|A|x''\rangle$, which is, in general, a function of the two variables $x'$ and $x''$.

An enormous simplification takes place if observable $A$ is a function of the position operator $x$. In particular, consider
\[ A = x^2, \quad (1.7.11) \]
which actually appears in the Hamiltonian for the simple harmonic oscillator problem to be discussed in Chapter 2. We have
\[ \langle x'|x^2|x''\rangle = (\langle x'|x^2\rangle) \cdot (\langle x''|x''\rangle) = x'^2 \delta(x' - x''), \quad (1.7.12) \]
where we have used (1.7.1) and (1.7.2). The double integral (1.7.10) is now reduced to a **single** integral:
\[ \langle \beta|x^2|\alpha \rangle = \int dx' \langle \beta|x'\rangle x'^2 \langle x'|\alpha \rangle
= \int dx' \psi^*_\beta(x') x'^2 \psi_a(x'). \quad (1.7.13) \]

In general,
\[ \langle \beta|f(x)|\alpha \rangle = \int dx' \psi^*_\beta(x') f(x') \psi_a(x'). \quad (1.7.14) \]

Note that the $f(x)$ on the left-hand side of (1.7.14) is an operator, while the $f(x')$ on the right-hand side is not an operator.
Momentum Operator in the Position Basis

We now examine how the momentum operator may look in the $x$-basis—that is, in the representation where the position eigenkets are used as base kets. Our starting point is the definition of momentum as the generator of infinitesimal translations:

$$
\left(1 - \frac{ip\Delta x'}{\hbar}\right)|\alpha\rangle = \int dx'\mathcal{F}(\Delta x')|x'\rangle\langle x'|\alpha\rangle
$$

$$
= \int dx'|x' + \Delta x'|\langle x'|\alpha\rangle
$$

$$
= \int dx'|x'\rangle\langle x' - \Delta x'|\alpha\rangle
$$

$$
= \int dx'|x'\rangle\left(\langle x'|\alpha\rangle - \Delta x'\frac{\partial}{\partial x'}\langle x'|\alpha\rangle\right). \tag{1.7.15}
$$

Comparison of both sides yields

$$
p|\alpha\rangle = \int dx'|x'\rangle\left(-i\hbar\frac{\partial}{\partial x'}\langle x'|\alpha\rangle\right) \tag{1.7.16}
$$

or

$$
\langle x'|p|\alpha\rangle = -i\hbar\frac{\partial}{\partial x'}\langle x'|\alpha\rangle, \tag{1.7.17}
$$

where we have used the orthogonality property (1.7.2). For the matrix element $p$ in the $x$-representation, we obtain

$$
\langle x'|p|x''\rangle = -i\hbar\frac{\partial}{\partial x'}\delta(x' - x''). \tag{1.7.18}
$$

From (1.7.16) we get a very important identity:

$$
\langle \beta|p|\alpha\rangle = \int dx'\langle \beta|x'\rangle\left(-i\hbar\frac{\partial}{\partial x'}\langle x'|\alpha\rangle\right)
$$

$$
= \int dx'\psi^*_\beta(x')\left(-i\hbar\frac{\partial}{\partial x'}\right)\psi_\alpha(x'). \tag{1.7.19}
$$

In our formalism (1.7.19) is not a postulate; rather, it has been derived using the basic properties of momentum. By repeatedly applying (1.7.17), we can also obtain

$$
\langle x'|p^n|\alpha\rangle = (-i\hbar)^n\frac{\partial^n}{\partial x^n}\langle x'|\alpha\rangle, \tag{1.7.20}
$$

$$
\langle \beta|p^n|\alpha\rangle = \int dx'\psi^*_\beta(x')( -i\hbar)^n\frac{\partial^n}{\partial x^n}\psi_\alpha(x'). \tag{1.7.21}
$$
Momentum-Space Wave Function

So far we have worked exclusively in the $x$-basis. There is actually a complete symmetry between $x$ and $p$—apart from occasional minus signs—which we can infer from the canonical commutation relations. Let us now work in the $p$-basis, that is, in the momentum representation.

For simplicity we continue working in one-space. The base eigenkets in the $p$-basis specify

$$p | p\rangle = p' | p\rangle$$  \hspace{1cm} (1.7.22)

and

$$\langle p' | p''\rangle = \delta ( p' - p'').$$  \hspace{1cm} (1.7.23)

The momentum eigenkets $\{|p\rangle\}$ span the ket space in much the same way as the position eigenkets $\{|x\rangle\}$. An arbitrary state ket $|\alpha\rangle$ can therefore be expanded as follows:

$$|\alpha\rangle = \int dp' |p\rangle \langle p' | \alpha\rangle.$$  \hspace{1cm} (1.7.24)

We can give a probabilistic interpretation for the expansion coefficient $\langle p' | \alpha\rangle$; the probability that a measurement of $p$ gives eigenvalue $p'$ within a narrow interval $dp'$ is $|\langle p' | \alpha\rangle|^2 dp'$. It is customary to call $\langle p' | \alpha\rangle$ the momentum-space wave function; the notation $\phi_\alpha(p')$ is often used:

$$\langle p' | \alpha\rangle = \phi_\alpha(p').$$  \hspace{1cm} (1.7.25)

If $|\alpha\rangle$ is normalized, we obtain

$$\int dp' \langle \alpha | p'\rangle \langle p' | \alpha\rangle = \int dp' |\phi_\alpha(p')|^2 = 1.$$  \hspace{1cm} (1.7.26)

Let us now establish the connection between the $x$-representation and the $p$-representation. We recall that in the case of the discrete spectra, the change of basis from the old set $\{|a\rangle\}$ to the new set $\{|b\rangle\}$ is characterized by the transformation matrix (1.5.7). Likewise, we expect that the desired information is contained in $\langle x' | p\rangle$, which is a function of $x'$ and $p'$, usually called the transformation function from the $x$-representation to the $p$-representation. To derive the explicit form of $\langle x' | p\rangle$, first recall (1.7.17); letting $|\alpha\rangle$ be the momentum eigenket $|p\rangle$, we obtain

$$\langle x' | p\rangle = -i \hbar \frac{\partial}{\partial x'} \langle x' | p\rangle$$  \hspace{1cm} (1.7.27)

or

$$p' \langle x' | p\rangle = -i \hbar \frac{\partial}{\partial x'} \langle x' | p\rangle.$$  \hspace{1cm} (1.7.28)
The solution to this differential equation for $\langle x' | p' \rangle$ is

$$\langle x' | p' \rangle = N \exp\left(\frac{ip'x'}{\hbar}\right), \quad (1.7.29)$$

where $N$ is the normalization constant to be determined in a moment. Even though the transformation function $\langle x' | p' \rangle$ is a function of two variables, $x'$ and $p'$, we can temporarily regard it as a function of $x'$ with $p'$ fixed. It can then be viewed as the probability amplitude for the momentum eigenstate specified by $p'$ to be found at position $x'$; in other words, it is just the wave function for the momentum eigenstate $|p'\rangle$, often referred to as the momentum eigenfunction (still in the $x$-space). So (1.7.29) simply says that the wave function of a momentum eigenstate is a plane wave. It is amusing that we have obtained this plane-wave solution without solving the Schrödinger equation (which we have not yet written down).

To get the normalization constant $N$ let us first consider

$$\langle x' | x'' \rangle = \int dp' \langle x' | p' \rangle \langle p' | x'' \rangle. \quad (1.7.30)$$

The left-hand side is just $\delta(x' - x'')$; the right-hand side can be evaluated using the explicit form of $\langle x' | p' \rangle$:

$$\delta(x' - x'') = |N|^2 \int dp' \exp\left[\frac{ip'(x' - x'')}{\hbar}\right]$$

$$= \sqrt{2\pi \hbar} |N|^2 \delta(x' - x''). \quad (1.7.31)$$

Choosing $N$ to be purely real and positive by convention, we finally have

$$\langle x' | p' \rangle = \frac{1}{\sqrt{2\pi \hbar}} \exp\left(\frac{ip'x'}{\hbar}\right). \quad (1.7.32)$$

We can now demonstrate how the position-space wave function is related to the momentum-space wave function. All we have to do is rewrite

$$\langle x' | \alpha \rangle = \int dp' \langle x' | p' \rangle \langle p' | \alpha \rangle \quad (1.7.33a)$$

and

$$\langle p' | \alpha \rangle = \int dx' \langle p' | x' \rangle \langle x' | \alpha \rangle \quad (1.7.33b)$$

as

$$\psi_a(x') = \left[\frac{1}{\sqrt{2\pi \hbar}}\right] \int dp' \exp\left(\frac{ip'x'}{\hbar}\right) \phi_a(p') \quad (1.7.34a)$$

and

$$\phi_a(p') = \left[\frac{1}{\sqrt{2\pi \hbar}}\right] \int dx' \exp\left(-\frac{ip'x'}{\hbar}\right) \psi_a(x'). \quad (1.7.34b)$$
This pair of equations is just what one expects from Fourier's inversion theorem. Apparently the mathematics we have developed somehow "knows" Fourier’s work on integral transforms.

**Gaussian Wave Packets**

It is instructive to look at a physical example to illustrate our basic formalism. We consider what is known as a **Gaussian wave packet**, whose \( x \)-space wave function is given by

\[
\langle x'|\alpha \rangle = \left[ \frac{1}{\pi^{1/4}d} \right] \exp \left[ ikx' - \frac{x'^2}{2d^2} \right]. \tag{1.7.35}
\]

This is a plane wave with wave number \( k \) modulated by a Gaussian profile centered on the origin. The probability of observing the particle vanishes very rapidly for \( |x'| > d \); more quantitatively, the probability density \( |\langle x'|\alpha \rangle|^2 \) has a Gaussian shape with width \( d \).

We now compute the expectation values of \( x, x^2, p, \) and \( p^2 \). The expectation value of \( x \) is clearly zero by symmetry:

\[
\langle x \rangle = \int_{-\infty}^{\infty} dx' \langle \alpha|x' \rangle x' \langle x'|\alpha \rangle = \int_{-\infty}^{\infty} dx' |\langle x'|\alpha \rangle|^2 x' = 0. \tag{1.7.36}
\]

For \( x^2 \) we obtain

\[
\langle x^2 \rangle = \int_{-\infty}^{\infty} dx' x'^2 |\langle x'|\alpha \rangle|^2 \\
= \left( \frac{1}{\sqrt{\pi}d} \right) \int_{-\infty}^{\infty} dx' x'^2 \exp \left[ -\frac{x'^2}{d^2} \right] \\
= \frac{d^2}{2}, \tag{1.7.37}
\]

which leads to

\[
\langle (\Delta x)^2 \rangle = \langle x^2 \rangle - \langle x \rangle^2 = \frac{d^2}{2} \tag{1.7.38}
\]

for the dispersion of the position operator. The expectation values of \( p \) and \( p^2 \) can also be computed as follows:

\[
\langle p \rangle = \hbar k \tag{1.7.39a}
\]

\[
\langle p^2 \rangle = \frac{\hbar^2}{2d^2} + \hbar^2 k^2, \tag{1.7.39b}
\]

which is left as an exercise. The momentum dispersion is therefore given by

\[
\langle (\Delta p)^2 \rangle = \langle p^2 \rangle - \langle p \rangle^2 = \frac{\hbar^2}{2d^2}. \tag{1.7.40}
\]
Armed with (1.7.38) and (1.7.40), we can check the Heisenberg uncertainty relation (1.6.34); in this case the uncertainty product is given by

\[ \langle (\Delta x)^2 \rangle \langle (\Delta p)^2 \rangle = \frac{\hbar^2}{4}, \]  

(1.7.41)

independent of \( d \), so for a Gaussian wave packet we actually have an equality relation rather than the more general inequality relation (1.6.34). For this reason a Gaussian wave packet is often called a minimum uncertainty wave packet.

We now go to momentum space. By a straightforward integration—just completing the square in the exponent—we obtain

\[
\langle p' | \alpha \rangle = \left( \frac{1}{\sqrt{2 \pi \hbar}} \right) \left( \frac{1}{\pi^{1/4} \sqrt{d}} \right) \int_{-\infty}^{\infty} dx' \exp \left( - \frac{i p' x'}{\hbar} + ikx' - \frac{x'^2}{2d^2} \right) \\
= \sqrt{\frac{d}{\hbar \sqrt{\pi}}} \exp \left[ - \frac{(p' - \hbar k)^2 d^2}{2 \hbar^2} \right].
\]  

(1.7.42)

This momentum-space wave function provides an alternative method for obtaining \( \langle p \rangle \) and \( \langle p^2 \rangle \), which is also left as an exercise.

The probability of finding the particle with momentum \( p' \) is Gaussian (in momentum space) centered on \( \hbar k \), just as the probability of finding the particle at \( x' \) is Gaussian (in position space) centered on zero. Furthermore, the widths of the two Gaussians are inversely proportional to each other, which is just another way of expressing the constancy of the uncertainty product \( \langle (\Delta x)^2 \rangle \langle (\Delta p)^2 \rangle \) explicitly computed in (1.7.41). The wider the spread in the \( p \)-space, the narrower the spread in the \( x \)-space, and vice versa.

As an extreme example, suppose we let \( d \to \infty \). The position-space wave function (1.7.35) then becomes a plane wave extending over all space; the probability of finding the particle is just constant, independent of \( x' \). In contrast, the momentum-space wave function is \( \delta \)-function-like and is sharply peaked at \( \hbar k \). In the opposite extreme, by letting \( d \to 0 \), we obtain a position-space wave function localized like the \( \delta \)-function, but the momentum-space wave function (1.7.42) is just constant, independent of \( p' \).

We have seen that an extremely well localized (in the \( x \)-space) state is to be regarded as a superposition of momentum eigenstates with all possible values of momenta. Even those momentum eigenstates whose momenta are comparable to or exceed \( mc \) must be included in the superposition. However, at such high values of momentum, a description based on nonrelativistic quantum mechanics is bound to break down.* Despite this limitation

---

*It turns out that the concept of a localized state in relativistic quantum mechanics is far more intricate because of the possibility of "negative energy states," or pair creation (Sakurai 1967, 118–19).
our formalism, based on the existence of the position eigenket \(|x\rangle\), has a wide domain of applicability.

**Generalization to Three Dimensions**

So far in this section we have worked exclusively in one-space for simplicity, but everything we have done can be generalized to three-space, if the necessary changes are made. The base kets to be used can be taken as either the position eigenkets satisfying

\[
x|x\rangle = x'|x\rangle \quad (1.7.43)
\]

or the momentum eigenkets satisfying

\[
p|p\rangle = p'|p\rangle. \quad (1.7.44)
\]

They obey the normalization conditions

\[
\langle x'|x''\rangle = \delta^3(x' - x'') \quad (1.7.45a)
\]

and

\[
\langle p'|p''\rangle = \delta^3(p' - p''), \quad (1.7.45b)
\]

where \(\delta^3\) stands for the three-dimensional \(\delta\)-function

\[
\delta^3(x' - x'') = \delta(x' - x'')\delta(y' - y'')\delta(z' - z''). \quad (1.7.46)
\]

The completeness relations read

\[
\int d^3x |x\rangle\langle x'| = 1 \quad (1.7.47a)
\]

and

\[
\int d^3p |p\rangle\langle p'| = 1, \quad (1.7.47b)
\]

which can be used to expand an arbitrary state ket:

\[
|\alpha\rangle = \int d^3x \langle x'|x\rangle |x\rangle = \int d^3x |x\rangle\langle x'|\alpha\rangle, \quad (1.7.48a)
\]

\[
|\alpha\rangle = \int d^3p \langle p'|p\rangle |p\rangle = \int d^3p |p\rangle\langle p'|\alpha\rangle. \quad (1.7.48b)
\]

The expansion coefficients \(\langle x'|\alpha\rangle\) and \(\langle p'|\alpha\rangle\) are identified with the wave functions \(\psi_\alpha(x')\) and \(\phi_\alpha(p')\) in position and momentum space, respectively.

The momentum operator, when taken between \(|\beta\rangle\) and \(|\alpha\rangle\), becomes

\[
\langle \beta|p|\alpha\rangle = \int d^3x \langle x'|=\psi_\beta^*(x')( -i\hbar \nabla)\psi_\alpha(x'). \quad (1.7.49)
\]
The transformation function analogous to (1.7.32) is
\[
\langle x'|p' \rangle = \left[ \frac{1}{(2\pi\hbar)^{3/2}} \right] \exp\left( \frac{ip' \cdot x'}{\hbar} \right),
\]
so that
\[
\psi_\alpha(x') = \left[ \frac{1}{(2\pi\hbar)^{3/2}} \right] \int d^3p' \exp\left( \frac{ip' \cdot x'}{\hbar} \right) \phi_\alpha(p') \tag{1.7.51a}
\]
and
\[
\phi_\alpha(p') = \left[ \frac{1}{(2\pi\hbar)^{3/2}} \right] \int d^3x' \exp\left( \frac{-ip' \cdot x'}{\hbar} \right) \psi_\alpha(x'). \tag{1.7.51b}
\]

It is interesting to check the dimension of the wave functions. In one-dimensional problems the normalization requirement (1.6.8) implies that $|\langle x'|\alpha \rangle|^2$ has the dimension of inverse length, so the wave function itself must have the dimension of $(\text{length})^{-1/2}$. In contrast, the wave function in three-dimensional problems must have the dimension of $(\text{length})^{-3/2}$ because $|\langle x'|\alpha \rangle|^2$ integrated over all spatial volume must be unity (dimensionless).

Problems

1. Prove
\[ [AB, CD] = -AC\{D, B\} + A\{C, B\}D - C\{D, A\}B + \{C, A\}DB. \]

2. Suppose a $2 \times 2$ matrix $X$ (not necessarily Hermitian, nor unitary) is written as
\[ X = a_0 + \sigma \cdot a, \]
where $a_0$ and $a_{1,2,3}$ are numbers.
   a. How are $a_0$ and $a_k$ ($k = 1, 2, 3$) related to $\tr(X)$ and $\tr(\sigma_k X)$?
   b. Obtain $a_0$ and $a_k$ in terms of the matrix elements $X_{ij}$.

3. Show that the determinant of a $2 \times 2$ matrix $\sigma \cdot a$ is invariant under
\[ \sigma \cdot a \rightarrow \sigma \cdot a' = \exp\left( \frac{i\sigma \cdot \hat{n}\phi}{2} \right) \sigma \cdot a \exp\left( -\frac{i\sigma \cdot \hat{n}\phi}{2} \right). \]
Find $a'_k$ in terms of $a_k$ when $\hat{n}$ is in the positive $z$-direction and interpret your result.

4. Using the rules of bra-ket algebra, prove or evaluate the following:
   a. $\tr(XY) = \tr(YX)$, where $X$ and $Y$ are operators;
   b. $\{XY\}^\dagger = Y^\dagger X^\dagger$, where $X$ and $Y$ are operators;
   c. $\exp[if(A)] = ?$ in ket-bra form, where $A$ is a Hermitian operator whose eigenvalues are known;
   d. $\sum_a \psi_a^*(x') \psi_{a'}(x'')$, where $\psi_{a'}(x') = \langle x'|a' \rangle$. 


5. a. Consider two kets $|\alpha\rangle$ and $|\beta\rangle$. Suppose $\langle a'|\alpha\rangle$, $\langle a''|\alpha\rangle$, ... and $\langle a'|\beta\rangle$, $\langle a''|\beta\rangle$, ... are all known, where $|a'\rangle$, $|a''\rangle$, ... form a complete set of base kets. Find the matrix representation of the operator $|\alpha\rangle\langle\beta|$ in that basis.

b. We now consider a spin $\frac{1}{2}$ system and let $|\alpha\rangle$ and $|\beta\rangle$ be $|s_z = \hbar/2\rangle$ and $|s_x = \hbar/2\rangle$, respectively. Write down explicitly the square matrix that corresponds to $|\alpha\rangle\langle\beta|$ in the usual $(s_z, s_x)$ basis.

6. Suppose $|i\rangle$ and $|j\rangle$ are eigenkets of some Hermitian operator $A$. Under what condition can we conclude that $|i\rangle + |j\rangle$ is also an eigenket of $A$? Justify your answer.

7. Consider a ket space spanned by the eigenkets $\{|a'\rangle\}$ of a Hermitian operator $A$. There is no degeneracy.

a. Prove that

$$\prod_{a'} (A - a')$$

is the null operator.

b. What is the significance of

$$\prod_{a'' \neq a'} \frac{(A - a'')}{(a' - a'')} ?$$

c. Illustrate (a) and (b) using $A$ set equal to $S_z$ of a spin $\frac{1}{2}$ system.

8. Using the orthonormality of $|+\rangle$ and $|-\rangle$, prove

$$[S_i, S_j] = i\varepsilon_{ijk} \hbar S_k, \quad \{S_i, S_j\} = \left(\frac{\hbar^2}{2}\right) \delta_{ij},$$

where

$$S_x = \frac{\hbar}{2}(|+\rangle\langle -| + |+\rangle\langle +|), \quad S_y = \frac{i\hbar}{2}(|--\rangle\langle -| + |+\rangle\langle +|),$$

$$S_z = \frac{\hbar}{2}(|--\rangle\langle +| - |+\rangle\langle -|).$$

9. Construct $|\mathbf{S} \cdot \hat{n}; +\rangle$ such that

$$\mathbf{S} \cdot \hat{n} |\mathbf{S} \cdot \hat{n}; +\rangle = \left(\frac{\hbar}{2}\right) |\mathbf{S} \cdot \hat{n}; +\rangle$$

where $\hat{n}$ is characterized by the angles shown in the figure. Express your answer as a linear combination of $|+\rangle$ and $|-\rangle$. [Note: The answer is

$$\cos\left(\frac{\beta}{2}\right) |+\rangle + \sin\left(\frac{\beta}{2}\right) e^{i\alpha} |-\rangle.$$ 

But do not just verify that this answer satisfies the above eigenvalue equation. Rather, treat the problem as a straightforward eigenvalue
problem. Also do not use rotation operators, which we will introduce later in this book.]

10. The Hamiltonian operator for a two-state system is given by

\[ H = a (|1\rangle\langle1| - |2\rangle\langle2| + |1\rangle\langle2| + |2\rangle\langle1|), \]

where \( a \) is a number with the dimension of energy. Find the energy eigenvalues and the corresponding energy eigenkets (as linear combinations of \(|1\rangle\) and \(|2\rangle\)).

11. A two-state system is characterized by the Hamiltonian

\[ H = H_{11}|1\rangle\langle1| + H_{22}|2\rangle\langle2| + H_{12}(|1\rangle\langle2| + |2\rangle\langle1|) \]

where \( H_{11} \), \( H_{22} \), and \( H_{12} \) are real numbers with the dimension of energy, and \(|1\rangle\) and \(|2\rangle\) are eigenkets of some observable (\(\neq H\)). Find the energy eigenkets and corresponding energy eigenvalues. Make sure that your answer makes good sense for \( H_{12} = 0 \). (You need not solve this problem from scratch. The following fact may be used without proof:

\[ (\mathbf{S} \cdot \hat{n})|\hat{n}; +\rangle = \frac{\hbar}{2}|\hat{n}; +\rangle, \]

with \(|\hat{n}; +\rangle\) given by

\[ |\hat{n}; +\rangle = \cos \frac{\beta}{2}|+\rangle + e^{i\alpha} \sin \frac{\beta}{2} |\rangle, \]

where \( \beta \) and \( \alpha \) are the polar and azimuthal angles, respectively, that characterize \( \hat{n} \).)

12. A spin \( \frac{1}{2} \) system is known to be in an eigenstate of \( \mathbf{S} \cdot \hat{n} \) with eigenvalue \( \hbar/2 \), where \( \hat{n} \) is a unit vector lying in the \( xz \)-plane that makes an angle \( \gamma \) with the positive \( z \)-axis.
a. Suppose $S_x$ is measured. What is the probability of getting $+\hbar/2$?

b. Evaluate the dispersion in $S_x$, that is,

$$\langle (S_x - \langle S_x \rangle)^2 \rangle.$$  

(For your own peace of mind check your answers for the special cases $\gamma = 0$, $\pi/2$, and $\pi$.)

13. A beam of spin $\frac{1}{2}$ atoms goes through a series of Stern-Gerlach-type measurements as follows:

a. The first measurement accepts $s_z = \hbar/2$ atoms and rejects $s_z = -\hbar/2$ atoms.

b. The second measurement accepts $s_n = \hbar/2$ atoms and rejects $s_n = -\hbar/2$ atoms, where $s_n$ is the eigenvalue of the operator $S \cdot \hat{n}$, with $\hat{n}$ making an angle $\beta$ in the $xz$-plane with respect to the $z$-axis.

c. The third measurement accepts $s_z = -\hbar/2$ atoms and rejects $s_z = \hbar/2$ atoms.

What is the intensity of the final $s_z = -\hbar/2$ beam when the $s_z = \hbar/2$ beam surviving the first measurement is normalized to unity? How must we orient the second measuring apparatus if we are to maximize the intensity of the final $s_z = -\hbar/2$ beam?

14. A certain observable in quantum mechanics has a $3 \times 3$ matrix representation as follows:

$$\frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}.$$ 

a. Find the normalized eigenvectors of this observable and the corresponding eigenvalues. Is there any degeneracy?

b. Give a physical example where all this is relevant.

15. Let $A$ and $B$ be observables. Suppose the simultaneous eigenkets of $A$ and $B \{ |a', b' \rangle \}$ form a complete orthonormal set of base kets. Can we always conclude that

$$[A, B] = 0?$$

If your answer is yes, prove the assertion. If your answer is no, give a counterexample.

16. Two Hermitian operators anticommute:

$$\{ A, B \} = AB + BA = 0.$$ 

Is it possible to have a simultaneous (that is, common) eigenket of $A$ and $B$? Prove or illustrate your assertion.

17. Two observables $A_1$ and $A_2$, which do not involve time explicitly, are known not to commute,

$$[A_1, A_2] \neq 0,$$
yet we also know that \( A_1 \) and \( A_2 \) both commute with the Hamiltonian:

\[
[A_1, H] = 0, \quad [A_2, H] = 0.
\]

Prove that the energy eigenstates are, in general, degenerate. Are there exceptions? As an example, you may think of the central-force problem \( H = \frac{p^2}{2m} + V(r) \), with \( A_1 \to L_z \), \( A_2 \to L_x \).

18. a. The simplest way to derive the Schwarz inequality goes as follows. First, observe

\[
(\langle \alpha | + \lambda^* \langle \beta |) \cdot (|\alpha \rangle + \lambda |\beta \rangle) \geq 0
\]

for any complex number \( \lambda \); then choose \( \lambda \) in such a way that the preceding inequality reduces to the Schwarz inequality.

b. Show that the equality sign in the generalized uncertainty relation holds if the state in question satisfies

\[
\Delta A |\alpha \rangle = \lambda \Delta B |\alpha \rangle
\]

with \( \lambda \) purely imaginary.

c. Explicit calculations using the usual rules of wave mechanics show that the wave function for a Gaussian wave packet given by

\[
\langle x' | \alpha \rangle = (2\pi d^2)^{-1/4} \exp \left[ \frac{i \langle p \rangle x'}{\hbar} - \frac{(x' - \langle x \rangle)^2}{4d^2} \right]
\]

satisfies the minimum uncertainty relation

\[
\sqrt{\langle (\Delta x)^2 \rangle} \sqrt{\langle (\Delta p)^2 \rangle} = \frac{\hbar}{2}.
\]

Prove that the requirement

\[
\langle x' | \Delta x | \alpha \rangle = (\text{imaginary number}) \langle x' | \Delta p | \alpha \rangle
\]

is indeed satisfied for such a Gaussian wave packet, in agreement with (b).

19. a. Compute

\[
\langle (\Delta S_x)^2 \rangle \equiv \langle S_x^2 \rangle - \langle S_x \rangle^2,
\]

where the expectation value is taken for the \( S_z \) + state. Using your result, check the generalized uncertainty relation

\[
\langle (\Delta A)^2 \rangle \langle (\Delta B)^2 \rangle \geq \frac{1}{4} |\langle [A, B] \rangle|^2,
\]

with \( A \to S_x \), \( B \to S_y \).

b. Check the uncertainty relation with \( A \to S_x \), \( B \to S_y \) for the \( S_x \) + state.

20. Find the linear combination of \( |+\rangle \) and \( |--\rangle \) kets that maximizes the
uncertainty product
\[ \langle (\Delta S_x)^2 \rangle \langle (\Delta S_y)^2 \rangle. \]

Verify explicitly that for the linear combination you found, the uncertainty relation for \( S_x \) and \( S_y \) is not violated.

21. Evaluate the \( x-p \) uncertainty product \( \langle (\Delta x)^2 \rangle \langle (\Delta p)^2 \rangle \) for a one-dimensional particle confined between two rigid walls

\[ V = \begin{cases} 
0 & \text{for } 0 < x < a, \\
\infty & \text{otherwise.}
\end{cases} \]

Do this for both the ground and excited states.

22. Estimate the rough order of magnitude of the length of time that an ice pick can be balanced on its point if the only limitation is that set by the Heisenberg uncertainty principle. Assume that the point is sharp and that the point and the surface on which it rests are hard. You may make approximations which do not alter the general order of magnitude of the result. Assume reasonable values for the dimensions and weight of the ice pick. Obtain an approximate numerical result and express it in seconds.

23. Consider a three-dimensional ket space. If a certain set of orthonormal kets—say, \( |1\rangle, |2\rangle, \) and \( |3\rangle \)—are used as the base kets, the operators \( A \) and \( B \) are represented by

\[ A = \begin{pmatrix} a & 0 & 0 \\ 0 & -a & 0 \\ 0 & 0 & -a \end{pmatrix}, \quad B = \begin{pmatrix} b & 0 & 0 \\ 0 & 0 & -ib \\ 0 & ib & 0 \end{pmatrix} \]

with \( a \) and \( b \) both real.

a. Obviously \( A \) exhibits a degenerate spectrum. Does \( B \) also exhibit a degenerate spectrum?

b. Show that \( A \) and \( B \) commute.

c. Find a new set of orthonormal kets which are simultaneous eigenkets of both \( A \) and \( B \). Specify the eigenvalues of \( A \) and \( B \) for each of the three eigenkets. Does your specification of eigenvalues completely characterize each eigenket?

24. a. Prove that \((1/\sqrt{2})(1 + i\sigma_z)\) acting on a two-component spinor can be regarded as the matrix representation of the rotation operator about the \( x \)-axis by angle \(-\pi/2\). (The minus sign signifies that the rotation is clockwise.)

b. Construct the matrix representation of \( S_z \) when the eigenkets of \( S_y \) are used as base vectors.

25. Some authors define an \textit{operator} to be real when every member of its matrix elements \( \langle b'|A|b''\rangle \) is real in some representation \( (\{|b\}'\rangle \) basis in this case). Is this concept representation independent, that is, do the
matrix elements remain real even if some basis other than \( \{ |b'\rangle \} \) is used? Check your assertion using familiar operators such as \( S_y \) and \( S_z \) (see Problem 24) or \( x \) and \( p_x \).

26. Construct the transformation matrix that connects the \( S_z \) diagonal basis to the \( S_x \) diagonal basis. Show that your result is consistent with the general relation

\[
U = \sum_r |b^{(r)}\rangle \langle a^{(r)}|.
\]

27. a. Suppose that \( f(A) \) is a function of a Hermitian operator \( A \) with the property \( A |a'\rangle = a' |a'\rangle \). Evaluate \( \langle b''|f(A)|b'\rangle \) when the transformation matrix from the \( a' \) basis to the \( b' \) basis is known.

b. Using the continuum analogue of the result obtained in (a), evaluate

\[
\langle p''|F(r)|p'\rangle.
\]

Simplify your expression as far as you can. Note that \( r = \sqrt{x^2 + y^2 + z^2} \), where \( x \), \( y \), and \( z \) are operators.

28. a. Let \( x \) and \( p_x \) be the coordinate and linear momentum in one dimension. Evaluate the classical Poisson bracket

\[
[x, F(p_x)]_{\text{classical}}.
\]

b. Let \( x \) and \( p_x \) be the corresponding quantum-mechanical operators this time. Evaluate the commutator

\[
[x, \exp\left( \frac{ip_x a}{\hbar} \right)].
\]

c. Using the result obtained in (b), prove that

\[
\exp\left( \frac{ip_x a}{\hbar} \right)|x'\rangle, \quad (x|x'\rangle = x'|x'\rangle)
\]

is an eigenstate of the coordinate operator \( x \). What is the corresponding eigenvalue?

29. a. On page 247, Gottfried (1966) states that

\[
[x_i, G(p)] = i\hbar \frac{\partial G}{\partial p_i}, \quad [p_i, F(x)] = -i\hbar \frac{\partial F}{\partial x_i}
\]

can be “easily derived” from the fundamental commutation relations for all functions of \( F \) and \( G \) that can be expressed as power series in their arguments. Verify this statement.

b. Evaluate \([x^2, p^2]\). Compare your result with the classical Poisson bracket \([x^2, p^2]_{\text{classical}}\).
30. The translation operator for a finite (spatial) displacement is given by

\[ \mathcal{T}(1) = \exp\left(\frac{-ip\cdot1}{\hbar}\right), \]

where \( p \) is the momentum operator.

a. Evaluate

\[ [x_i, \mathcal{T}(1)]. \]

b. Using (a) (or otherwise), demonstrate how the expectation value \( \langle x \rangle \) changes under translation.

31. In the main text we discussed the effect of \( \mathcal{T}(dx') \) on the position and momentum eigenkets and on a more general state ket \( |\alpha\rangle \). We can also study the behavior of expectation values \( \langle x \rangle \) and \( \langle p \rangle \) under infinitesimal translation. Using (1.6.25), (1.6.45), and \( |\alpha\rangle \rightarrow \mathcal{T}(dx')|\alpha\rangle \) only, prove \( \langle x \rangle \rightarrow \langle x \rangle + dx', \langle p \rangle \rightarrow \langle p \rangle \) under infinitesimal translation.

32. a. Verify (1.7.39a) and (1.7.39b) for the expectation value of \( p \) and \( p^2 \) from the Gaussian wave packet (1.7.35).

b. Evaluate the expectation value of \( p \) and \( p^2 \) using the momentum-space wave function (1.7.42).

33. a. Prove the following:

(i) \[ \langle p'|x|\alpha\rangle = i\hbar \frac{\partial}{\partial p'} \langle p'|\alpha\rangle, \]

(ii) \[ \langle \beta|x|\alpha\rangle = \int dp' \phi^*_\beta(p') i\hbar \frac{\partial}{\partial p'} \phi_\alpha(p'), \]

where \( \phi_\alpha(p') = \langle p'|\alpha\rangle \) and \( \phi_\beta(p') = \langle p'|\beta\rangle \) are momentum-space wave functions.

b. What is the physical significance of

\[ \exp\left(\frac{ix\Xi}{\hbar}\right), \]

where \( x \) is the position operator and \( \Xi \) is some number with the dimension of momentum? Justify your answer.
Quantum Dynamics

So far we have not discussed how physical systems change with time. This chapter is devoted exclusively to the dynamic development of state kets and/or observables. In other words, we are concerned here with the quantum mechanical analogue of Newton’s (or Lagrange’s or Hamilton’s) equations of motion.

2.1. TIME EVOLUTION AND THE SCHRÖDINGER EQUATION

The first important point we should keep in mind is that time is just a parameter in quantum mechanics, not an operator. In particular, time is not an observable in the language of the previous chapter. It is nonsensical to talk about the time operator in the same sense as we talk about the position operator. Ironically, in the historical development of wave mechanics both L. de Broglie and E. Schrödinger were guided by a kind of covariant analogy between energy and time on the one hand and momentum and position (spatial coordinate) on the other. Yet when we now look at quantum mechanics in its finished form, there is no trace of a symmetrical treatment between time and space. The relativistic quantum theory of fields does treat the time and space coordinates on the same footing, but it does so only at the expense of demoting position from the status of being an observable to that of being just a parameter.
2.1. Time Evolution and the Schrödinger Equation

**Time Evolution Operator**

Our basic concern in this section is, How does a state ket change with time? Suppose we have a physical system whose state ket at \( t_0 \) is represented by \( |\alpha\rangle \). At later times, we do not, in general, expect the system to remain in the same state \( |\alpha\rangle \). Let us denote the ket corresponding to the state at some later time by

\[
|\alpha, t_0; t\rangle, \quad (t > t_0),
\]

where we have written \( \alpha, t_0 \) to remind ourselves that the system *used to be* in state \( |\alpha\rangle \) at some earlier reference time \( t_0 \). Because time is assumed to be a continuous parameter, we expect

\[
\lim_{t \to t_0} |\alpha, t_0; t\rangle = |\alpha\rangle
\]

and we may as well use a shorthand notation,

\[
|\alpha, t_0; t_0\rangle = |\alpha, t_0\rangle,
\]

for this. Our basic task is to study the time evolution of a state ket:

\[
|\alpha, t_0\rangle = |\alpha\rangle \xrightarrow{\text{time evolution}} |\alpha, t_0; t\rangle.
\]

Put in another way, we are interested in asking how the state ket changes under a time displacement \( t_0 \to t \).

As in the case of translation, the two kets are related by an operator which we call the **time-evolution operator** \( \mathcal{U}(t, t_0) \):

\[
|\alpha, t_0; t\rangle = \mathcal{U}(t, t_0)|\alpha, t_0\rangle.
\]

What are some of the properties we would like to ascribe to the time-evolution operator? The first important property is the unitary requirement for \( \mathcal{U}(t, t_0) \) that follows from probability conservation. Suppose that at \( t_0 \) the state ket is expanded in terms of the eigenkets of some observable \( A \):

\[
|\alpha, t_0\rangle = \sum_{a'} c_{a'}(t_0)|a\rangle.
\]

Likewise, at some later time, we have

\[
|\alpha, t_0; t\rangle = \sum_{a'} c_{a'}(t)|a\rangle.
\]

In general, we do not expect the modulus of the individual expansion coefficient to remain the same:*

\[
|c_{a'}(t)| \neq |c_{a'}(t_0)|.
\]

For instance, consider a spin \( \frac{1}{2} \) system with its spin magnetic moment

---

*We later show, however, that if the Hamiltonian commutes with \( A \), then \( |c_{a'}(t)| \) is indeed equal to \( |c_{a'}(t_0)| \).
subjected to a uniform magnetic field in the z-direction. To be specific, suppose that at \( t_0 \) the spin is in the positive x-direction; that is, the system is found in an eigenstate of \( S_x \) with eigenvalue \( \hbar/2 \). As time goes on, the spin precesses in the \( xy \)-plane, as will be quantitatively demonstrated later in this section. This means that the probability for observing \( S_x^+ \) is no longer unity at \( t > t_0 \); there is a finite probability for observing \( S_x^- \) as well. Yet the sum of the probabilities for \( S_x^+ \) and \( S_x^- \) remains unity at all times. Generally, in the notation of (2.1.6) and (2.1.7), we must have

\[
\sum_{a'} |c_a'(t_0)|^2 = \sum_{a'} |c_a'(t)|^2
\]

(2.1.9)

despite (2.1.8) for the individual expansion coefficients. Stated another way, if the state ket is initially normalized to unity, it must remain normalized to unity at all later times:

\[
\langle \alpha, t_0 | \alpha, t_0 \rangle = 1 \Rightarrow \langle \alpha, t_0; t | \alpha, t_0; t \rangle = 1.
\]

(2.1.10)

As in the translation case, this property is guaranteed if the time-evolution operator is taken to be unitary. For this reason we take unitarity,

\[
\mathcal{U}^\dagger(t, t_0) \mathcal{U}(t, t_0) = 1,
\]

(2.1.11)

to be one of the fundamental properties of the \( \mathcal{U} \) operator. It is no coincidence that many authors regard unitarity as being synonymous with probability conservation.

Another feature we require of the \( \mathcal{U} \) operator is the composition property:

\[
\mathcal{U}(t_2, t_0) = \mathcal{U}(t_2, t_1) \mathcal{U}(t_1, t_0), \quad (t_2 > t_1 > t_0).
\]

(2.1.12)

This equation says that if we are interested in obtaining time evolution from \( t_0 \) to \( t_2 \), then we can obtain the same result by first considering time evolution from \( t_0 \) to \( t_1 \), then from \( t_1 \) to \( t_2 \)—a reasonable requirement. Note that we read (2.1.12) from right to left!

It also turns out to be advantageous to consider an infinitesimal time-evolution operator \( \mathcal{U}(t_0 + dt, t_0) \):

\[
|\alpha, t_0; t_0 + dt \rangle = \mathcal{U}(t_0 + dt, t_0) |\alpha, t_0 \rangle.
\]

(2.1.13)

Because of continuity [see (2.1.2)], the infinitesimal time-evolution operator must reduce to the identity operator as \( dt \) goes to zero,

\[
\lim_{dt \to 0} \mathcal{U}(t_0 + dt, t_0) = 1,
\]

(2.1.14)

and as in the translation case, we expect the difference between \( \mathcal{U}(t_0 + dt, t_0) \) and 1 to be of first order in \( dt \).

We assert that all these requirements are satisfied by

\[
\mathcal{U}(t_0 + dt, t_0) = 1 - i\Omega dt,
\]

(2.1.15)
where $\Omega$ is a Hermitian operator,*

$$\Omega^\dagger = \Omega.$$  \hfill (2.1.16)

With (2.1.15) the infinitesimal time-displacement operator satisfies the composition property

$$\mathcal{U}(t_0 + dt_1 + dt_2, t_0) = \mathcal{U}(t_0 + dt_1 + dt_2, t_0 + dt_1) \mathcal{U}(t_0 + dt_1, t_0);$$  \hfill (2.1.17)

it differs from the identity operator by a term of order $dt$. The unitarity property can also be checked as follows:

$$\mathcal{U}(t_0 + dt, t_0) \mathcal{U}(t_0 + dt, t_0) = (1 + i\Omega^\dagger dt)(1 - i\Omega dt) = 1,$$  \hfill (2.1.18)

to the extent that terms of order $(dt)^2$ or higher can be ignored.

The operator $\Omega$ has the dimension of frequency or inverse time. Is there any familiar observable with the dimension of frequency? We recall that in the old quantum theory, angular frequency $\omega$ is postulated to be related to energy by the Planck-Einstein relation

$$E = h\omega.$$  \hfill (2.1.19)

Let us now borrow from classical mechanics the idea that the Hamiltonian is the generator of time evolution (Goldstein 1980, 407–8). It is then natural to relate $\Omega$ to the Hamiltonian operator $H$:

$$\Omega = \frac{H}{\hbar}.$$  \hfill (2.1.20)

To sum up, the infinitesimal time-evolution operator is written as

$$\mathcal{U}(t_0 + dt, t_0) = 1 - \frac{iH dt}{\hbar},$$  \hfill (2.1.21)

where $H$, the Hamiltonian operator, is assumed to be Hermitian. The reader may ask whether the $\hbar$ introduced here is the same as the $\hbar$ that appears in the expression for the translation operator (1.6.32). This question can be answered by comparing the quantum-mechanical equation of motion we derive later with the classical equation of motion. It turns out that unless the two $\hbar$'s are taken to be the same, we are unable to obtain a relation like

$$\frac{dx}{dt} = \frac{p}{m}$$  \hfill (2.1.22)

as the classical limit of the corresponding quantum-mechanical relation.

### The Schrödinger Equation

We are now in a position to derive the fundamental differential equation for the time-evolution operator $\mathcal{U}(t, t_0)$. We exploit the composi-

*If the $\Omega$ operator depends on time explicitly, it must be evaluated at $t_0$. 
tion property of the time-evolution operator by letting \( t_1 \to t, \ t_2 \to t + dt \) in (2.1.12):

\[
\mathcal{U}(t + dt, t_0) = \mathcal{U}(t + dt, t) \mathcal{U}(t, t_0) = \left(1 - \frac{iH dt}{\hbar}\right) \mathcal{U}(t, t_0),
\]

(2.1.23)

where the time difference \( t - t_0 \) need not be infinitesimal. We have

\[
\mathcal{U}(t + dt, t_0) - \mathcal{U}(t, t_0) = -i \left(\frac{H}{\hbar}\right) dt \mathcal{U}(t, t_0),
\]

(2.1.24)

which can be written in differential equation form:

\[
\frac{i\hbar}{\partial t} \mathcal{U}(t, t_0) = H \mathcal{U}(t, t_0).
\]

(2.1.25)

This is the Schrödinger equation for the time-evolution operator. Everything that has to do with time development follows from this fundamental equation.

Equation (2.1.25) immediately leads to the Schrödinger equation for a state ket. Multiplying both sides of (2.1.25) by \( |\alpha, t_0\rangle \) on the right, we obtain

\[
\frac{i\hbar}{\partial t} \mathcal{U}(t, t_0) |\alpha, t_0\rangle = H \mathcal{U}(t, t_0) |\alpha, t_0\rangle.
\]

(2.1.26)

But \( |\alpha, t_0\rangle \) does not depend on \( t \), so this is the same as

\[
\frac{i\hbar}{\partial t} |\alpha, t_0; t\rangle = H |\alpha, t_0; t\rangle,
\]

(2.1.27)

where (2.1.5) has been used.

If we are given \( \mathcal{U}(t, t_0) \) and, in addition, know how \( \mathcal{U}(t, t_0) \) acts on the initial state ket \( |\alpha, t_0\rangle \), it is not necessary to bother with the Schrödinger equation for the state ket (2.1.27). All we have to do is apply \( \mathcal{U}(t, t_0) \) to \( |\alpha, t_0\rangle \); in this manner we can obtain a state ket at any \( t \). Our first task is therefore to derive formal solutions to the Schrödinger equation for the time evolution operator (2.1.25). There are three cases to be treated separately:

**Case 1.** The Hamiltonian operator is independent of time. By this we mean that even when the parameter \( t \) is changed, the \( H \) operator remains unchanged. The Hamiltonian for a spin-magnetic moment interacting with a time-independent magnetic field is an example of this. The solution to (2.1.25) in such a case is given by

\[
\mathcal{U}(t, t_0) = \exp \left[ -i \frac{H(t - t_0)}{\hbar} \right].
\]

(2.1.28)

To prove this let us expand the exponential as follows:

\[
\exp \left[ -i \frac{H(t - t_0)}{\hbar} \right] = 1 - \frac{iH(t - t_0)}{\hbar} + \left(\frac{1}{2}\right)^2 \left[ \frac{H(t - t_0)}{\hbar} \right]^2 + \ldots.
\]

(2.1.29)
Because the time derivative of this expansion is given by
\[
\frac{\partial}{\partial t} \exp \left[ \frac{-iH(t-t_0)}{\hbar} \right] = -\frac{iH}{\hbar} + \left( \frac{-i}{2} \right)^2 \left( \frac{H}{\hbar} \right)^2 (t-t_0) + \cdots,
\]
(2.1.30)

expression (2.1.28) obviously satisfies differential equation (2.1.25). The boundary condition is also satisfied because as \( t \to t_0 \), (2.1.28) reduces to the identity operator. An alternative way to obtain (2.1.28) is to compound successively infinitesimal time-evolution operators just as we did to obtain (1.6.36) for finite translation:
\[
\lim_{N \to \infty} \left[ 1 - \frac{(iH/\hbar)(t-t_0)}{N} \right]^N = \exp \left[ -\frac{iH(t-t_0)}{\hbar} \right].
\]
(2.1.31)

Case 2. The Hamiltonian operator \( H \) is time-dependent but the \( H \)'s at different times commute. As an example, let us consider the spin-magnetic moment subjected to a magnetic field whose strength varies with time but whose direction is always unchanged. The formal solution to (2.1.25) in this case is
\[
\mathcal{U}(t, t_0) = \exp \left[ -\left( \frac{i}{\hbar} \right) \int_{t_0}^t dt' H(t') \right].
\]
(2.1.32)

This can be proved in a similar way. We simply replace \( H(t-t_0) \) in (2.1.29) and (2.1.30) by \( \int_{t_0}^t dt' H(t') \).

Case 3. The \( H \)'s at different times do not commute. Continuing with the example involving spin-magnetic moment, we suppose, this time, that the magnetic field direction also changes with time: at \( t = t_1 \) in the \( x \)-direction, at \( t = t_2 \) in the \( y \)-direction, and so forth. Because \( S_x \) and \( S_y \) do not commute, \( H(t_1) \) and \( H(t_2) \), which go like \( \mathbf{S} \cdot \mathbf{B} \), do not commute either. The formal solution in such a situation is given by
\[
\mathcal{U}(t, t_0) = 1 + \sum_{n=1}^{\infty} \left( \frac{-i}{\hbar} \right)^n \int_{t_0}^t dt_1 \int_{t_0}^{t_1} dt_2 \cdots \int_{t_0}^{t_{n-1}} dt_n H(t_1) H(t_2) \cdots H(t_n),
\]
(2.1.33)

which is sometimes known as the Dyson series, after F. J. Dyson, who developed a perturbation expansion of this form in quantum field theory. We do not prove (2.1.33) now because the proof is very similar to the one presented in Chapter 5 for the time-evolution operator in the interaction picture.

In elementary applications, only case 1 is of practical interest. In the remaining part of this chapter we assume that the \( H \) operator is time-independent. We will encounter time-dependent Hamiltonians in Chapter 5.
Energy Eigenkets

To be able to evaluate the effect of the time-evolution operator (2.1.28) on a general initial ket $|\alpha\rangle$, we must first know how it acts on the base kets used in expanding $|\alpha\rangle$. This is particularly straightforward if the base kets used are eigenkets of $A$ such that

$$[A, H] = 0;$$  \hspace{1cm} (2.1.34)

then the eigenkets of $A$ are also eigenkets of $H$, called energy eigenkets, whose eigenvalues are denoted by $E_{a'}$:

$$H|a'\rangle = E_{a'}|a'\rangle.$$  \hspace{1cm} (2.1.35)

We can now expand the time-evolution operator in terms of $|a'\rangle\langle a'|$. Taking $t_0 = 0$ for simplicity, we obtain

$$\exp\left(-\frac{iHt}{\hbar}\right) = \sum_{a''} \sum_{a'''} |a''\rangle\langle a'''| \exp\left(-\frac{iHt}{\hbar}\right) |a'\rangle\langle a'|$$

$$= \sum_{a'} |a'\rangle \exp\left(-\frac{iE_{a'}t}{\hbar}\right) \langle a'|.$$  \hspace{1cm} (2.1.36)

The time-evolution operator written in this form enables us to solve any initial-value problem once the expansion of the initial ket in terms of $\{|a'\rangle\}$ is known. As an example, suppose that the initial ket expansion reads

$$|\alpha, t_0 = 0\rangle = \sum_{a'} |a'\rangle\langle a'| \alpha\rangle = \sum_{a'} c_{a'} |a'\rangle.$$  \hspace{1cm} (2.1.37)

We then have

$$|\alpha, t_0 = 0; t\rangle = \exp\left(-\frac{iHt}{\hbar}\right) |\alpha, t_0 = 0\rangle = \sum_{a'} |a'\rangle\langle a'| \alpha\rangle \exp\left(-\frac{iE_{a'}t}{\hbar}\right).$$  \hspace{1cm} (2.1.38)

In other words, the expansion coefficient changes with time as

$$c_{a'}(t = 0) \rightarrow c_{a'}(t) = c_{a'}(t = 0) \exp\left(-\frac{iE_{a'}t}{\hbar}\right)$$  \hspace{1cm} (2.1.39)

with its modulus unchanged. Notice that the relative phases among various components do vary with time because the oscillation frequencies are different.

A special case of interest is when the initial state happens to be one of $\{|a'\rangle\}$ itself. We have

$$|\alpha, t_0 = 0\rangle = |a'\rangle$$  \hspace{1cm} (2.1.40)
initially, and at a later time
\[ |\alpha, t_0 = 0; t \rangle = |a'\rangle \exp \left( -\frac{iE_{a'}t}{\hbar} \right), \tag{2.1.41} \]
so if the system is initially a simultaneous eigenstate of \( A \) and \( H \), it remains so at all times. The most that can happen is the phase modulation, \( \exp(-iE_{a'}t/\hbar) \). It is in this sense that an observable compatible with \( H \) [see (2.1.34)] is a constant of the motion. We will encounter this connection once again in a different form when we discuss the Heisenberg equation of motion.

In the foregoing discussion the basic task in quantum dynamics is reduced to finding an observable that commutes with \( H \) and evaluating its eigenvalues. Once that is done, we expand the initial ket in terms of the eigenkets of that observable and just apply the time-evolution operator. This last step merely amounts to changing the phase of each expansion coefficient, as indicated by (2.1.39).

Even though we worked out the case where there is just one observable \( A \) that commutes with \( H \), our considerations can easily be generalized when there are several mutually compatible observables all also commuting with \( H \):
\[
[ A, B ] = [ B, C ] = [ A, C ] = \cdots = 0,
\]
\[
[ A, H ] = [ B, H ] = [ C, H ] = \cdots = 0. \tag{2.1.42}
\]
Using the collective index notation of Section 1.4 [see (1.4.37)], we have
\[
\exp \left( -\frac{iHt}{\hbar} \right) = \sum_{K'} |K'\rangle \exp \left( -\frac{iE_{K'}t}{\hbar} \right) \langle K'|, \tag{2.1.43}
\]
where \( E_{K'} \) is uniquely specified once \( a', b', c', \ldots \) are specified. It is therefore of fundamental importance to find a complete set of mutually compatible observables that also commute with \( H \). Once such a set is found, we express the initial ket as a superposition of the simultaneous eigenkets of \( A, B, C, \ldots \) and \( H \). The final step is just to apply the time-evolution operator, written as (2.1.43). In this manner we can solve the most general initial-value problem with a time-independent \( H \).

**Time Dependence of Expectation Values**

It is instructive to study how the expectation value of an observable changes as a function of time. Suppose that at \( t = 0 \) the initial state is one of the eigenstates of an observable \( A \) that commutes with \( H \), as in (2.1.40). We now look at the expectation value of some other observable \( B \), which need not commute with \( A \) nor with \( H \). Because at a later time we have
\[
|a', t_0 = 0; t \rangle = \mathcal{U}(t, 0)|a'\rangle \tag{2.1.44}
\]
for the state ket, $\langle B \rangle$ is given by

$$
\langle B \rangle = \left( \langle a' | \mathcal{U}^\dagger(t, 0) \right) \cdot B \cdot \left( \mathcal{U}(t, 0) | a' \rangle \right) = \langle a' | \exp \left( \frac{iE_{a'} t}{\hbar} \right) B \exp \left( \frac{-iE_{a'} t}{\hbar} \right) | a' \rangle = \langle a' | B | a' \rangle, \quad (2.1.45)
$$

which is independent of $t$. So the expectation value of an observable taken with respect to an energy eigenstate does not change with time. For this reason an energy eigenstate is often referred to as a stationary state.

The situation is more interesting when the expectation value is taken with respect to a superposition of energy eigenstates, or a nonstationary state. Suppose that initially we have

$$
|\alpha, t_0 = 0 \rangle = \sum_{a'} c_{a'} | a' \rangle. \quad (2.1.46)
$$

We easily compute the expectation value of $B$ to be

$$
\langle B \rangle = \left[ \sum_{a'} c_{a'}^* \langle a' | \exp \left( \frac{iE_{a'} t}{\hbar} \right) \right] \cdot B \cdot \left[ \sum_{a''} c_{a''} \exp \left( \frac{-iE_{a''} t}{\hbar} \right) | a'' \rangle \right] \\
= \sum_{a'} \sum_{a''} c_{a}^* c_{a''} \langle a' | B | a'' \rangle \exp \left[ \frac{-i(E_{a''} - E_{a'}) t}{\hbar} \right]. \quad (2.1.47)
$$

So this time the expectation value consists of oscillating terms whose angular frequencies are determined by N. Bohr’s frequency condition

$$
\omega_{a'' a'} = \frac{(E_{a''} - E_{a'})}{\hbar} . \quad (2.1.48)
$$

**Spin Precession**

It is appropriate to treat an example here. We consider an extremely simple system which, however, illustrates the basic formalism we have developed.

We start with a Hamiltonian of a spin $\frac{1}{2}$ system with magnetic moment $e\hbar / 2m_e c$ subjected to an external magnetic field $B$:

$$
H = - \left( \frac{e}{m_e c} \right) \mathbf{S} \cdot \mathbf{B} \quad (2.1.49)
$$

($e < 0$ for the electron). Furthermore, we take $\mathbf{B}$ to be a static, uniform magnetic field in the $z$-direction. We can then write $H$ as

$$
H = - \left( \frac{eB}{m_e c} \right) S_z. \quad (2.1.50)
$$

Because $S_z$ and $H$ differ just by a multiplicative constant, they obviously
commute. The \( S_z \) eigenstates are also energy eigenstates, and the corresponding energy eigenvalues are

\[
E_\pm = \mp \frac{\hbar B}{2m_e c}, \quad \text{for } S_z \pm. \tag{2.1.51}
\]

It is convenient to define \( \omega \) in such a way that the difference in the two energy eigenvalues is \( \hbar \omega \):

\[
\omega \equiv \frac{|e|B}{m_e c}. \tag{2.1.52}
\]

We can then rewrite the \( H \) operator simply as

\[
H = \omega S_z. \tag{2.1.53}
\]

All the information on time development is contained in the time-evolution operator

\[
\mathcal{U}(t,0) = \exp\left(\frac{-i\omega S_z t}{\hbar}\right). \tag{2.1.54}
\]

We apply this to the initial state. The base kets we must use in expanding the initial ket are obviously the \( S_z \) eigenkets, \( |+\rangle \) and \( |-\rangle \), which are also energy eigenkets. Suppose that at \( t = 0 \) the system is characterized by

\[
|\alpha\rangle = c_+ |+\rangle + c_- |-\rangle. \tag{2.1.55}
\]

Upon applying (2.1.54), we see that the state ket at some later time is

\[
|\alpha, t_0 = 0; t\rangle = c_+ \exp\left(\frac{-i\omega t}{2}\right)|+\rangle + c_- \exp\left(\frac{+i\omega t}{2}\right)|-\rangle, \tag{2.1.56}
\]

where we have used

\[
H|\pm\rangle = \left(\pm \frac{\hbar \omega}{2}\right)|\pm\rangle. \tag{2.1.57}
\]

Specifically, let us suppose that the initial ket \( |\alpha\rangle \) represents the spin-up (or, more precisely, \( S_z + \)) state \( |+\rangle \), which means that

\[
c_+ = 1, \quad c_- = 0. \tag{2.1.58}
\]

At a later time, (2.1.56) tells us that it is still in the spin-up state, which is no surprise because this is a stationary state.

Next, let us suppose that initially the system is in the \( S_x + \) state. Comparing (1.4.17a) with (2.1.55), we see that

\[
c_+ = c_- = \frac{1}{\sqrt{2}}. \tag{2.1.59}
\]

It is straightforward to work out the probabilities for the system to be found
in the $S_x \pm$ state at some later time $t$:

$$\langle S_x \pm \mid \alpha, t_0 = 0; t \rangle |^2 = \left[ \left[ \left( \frac{1}{\sqrt{2}} \right) \langle + \mid \pm \left( \frac{1}{\sqrt{2}} \right) \langle - \right] \left[ \left( \frac{1}{\sqrt{2}} \right) \exp \left( \frac{-i\omega t}{2} \right) \right] | + \right)$$

$$+ \left( \frac{1}{\sqrt{2}} \right) \exp \left( \frac{+i\omega t}{2} \right) | - \right) \right]^2$$

$$= \left| \frac{1}{2} \exp \left( \frac{-i\omega t}{2} \right) \pm \frac{1}{2} \exp \left( \frac{+i\omega t}{2} \right) \right|^2$$

$$= \begin{cases} 
\cos^2 \frac{\omega t}{2}, & \text{for } S_x +, \quad (2.1.60a) \\
\sin^2 \frac{\omega t}{2}, & \text{for } S_x -. \quad (2.1.60b)
\end{cases}$$

Even though the spin is initially in the positive $x$-direction, the magnetic field in the $z$-direction causes it to rotate; as a result, we obtain a finite probability for finding $S_x -$ at some later time. The sum of the two probabilities is seen to be unity at all times, in agreement with the unitarity property of the time-evolution operator.

Using (1.4.6), we can write the expectation value of $S_x$ as

$$\langle S_x \rangle = \left( \frac{\hbar}{2} \right) \cos^2 \left( \frac{\omega t}{2} \right) + \left( -\frac{\hbar}{2} \right) \sin^2 \left( \frac{\omega t}{2} \right)$$

$$= \left( \frac{\hbar}{2} \right) \cos \omega t,$$

(2.1.61)

so this quantity oscillates with an angular frequency corresponding to the difference of the two energy eigenvalues divided by $\hbar$, in agreement with our general formula (2.1.47). Similar exercises with $S_y$ and $S_z$ show that

$$\langle S_y \rangle = \left( \frac{\hbar}{2} \right) \sin \omega t \quad (2.1.62a)$$

and

$$\langle S_z \rangle = 0. \quad (2.1.62b)$$

Physically this means that the spin precesses in the $xy$-plane. We will comment further on spin precession when we discuss rotation operators in Chapter 3.

**Correlation Amplitude and the Energy-Time Uncertainty Relation**

We conclude this section by asking how state kets at different times are correlated with each other. Suppose the initial state ket at $t = 0$ of a physical system is given by $|\alpha\rangle$. With time it changes into $|\alpha, t_0 = 0; t \rangle$, which we obtain by applying the time-evolution operator. We are concerned
with the extent to which the state ket at a later time \( t \) is similar to the state ket at \( t = 0 \); we therefore construct the inner product between the two state kets at different times:

\[
C(t) \equiv \langle \alpha|\alpha, t_0 = 0; t \rangle \\
= \langle \alpha|\mathcal{U}(t, 0)|\alpha \rangle,
\]

(2.1.63)

which is known as the **correlation amplitude**. The modulus of \( C(t) \) provides a quantitative measure of the “resemblance” between the state kets at different times.

As an extreme example, consider the very special case where the initial ket \( |\alpha \rangle \) is an eigenket of \( H \); we then have

\[
C(t) = \langle a'|a', t_0 = 0; t \rangle = \exp\left( \frac{-iE_{a'}t}{\hbar} \right),
\]

(2.1.64)

so the modulus of the correlation amplitude is unity at all times—which is not surprising for a stationary state. In the more general situation where the initial ket is represented by a superposition of \( \{|a'\rangle\} \), as in (2.1.37), we have

\[
C(t) = \left( \sum_{a'} c_{a'}^* \langle a'| \right) \left\{ \sum_{a''} c_{a''} \exp\left( -\frac{iE_{a''}t}{\hbar} \right) |a'' \rangle \right\} \\
= \sum_{a'} |c_{a'}|^2 \exp\left( -\frac{iE_{a'}t}{\hbar} \right).
\]

(2.1.65)

As we sum over many terms with oscillating time dependence of different frequencies, a strong cancellation is possible for moderately large values of \( t \). We expect the correlation amplitude that starts with unity at \( t = 0 \) to decrease in magnitude with time.

To estimate (2.1.65) in a more concrete manner, let us suppose that the state ket can be regarded as a superposition of so many energy eigenkets with similar energies that we can regard them as exhibiting essentially a quasi-continuous spectrum. It is then legitimate to replace the sum by the integral

\[
\sum_{a'} \rightarrow \int dE \rho(E), \quad c_{a'} \rightarrow g(E) \bigg|_{E = E_{a'}},
\]

(2.1.66)

where \( \rho(E) \) characterizes the density of energy eigenstates. Expression (2.1.65) now becomes

\[
C(t) = \int dE |g(E)|^2 \rho(E) \exp\left( -\frac{iEt}{\hbar} \right),
\]

(2.1.67)

subject to the normalization condition

\[
\int dE |g(E)|^2 \rho(E) = 1.
\]

(2.1.68)
In a realistic physical situation $|g(E)|^2\rho(E)$ may be peaked around $E = E_0$ with width $\Delta E$. Writing (2.1.67) as

$$C(t) = \exp\left(-\frac{iE_0 t}{\hbar}\right) \int dE |g(E)|^2 \rho(E) \exp\left[-\frac{i(E-E_0)t}{\hbar}\right]$$

we see that as $t$ becomes large, the integrand oscillates very rapidly unless the energy interval $|E-E_0|$ is small compared with $\hbar/t$. If the interval for which $|E-E_0| \approx \hbar/t$ holds is much narrower than $\Delta E$—the width of $|g(E)|^2\rho(E)$—we get essentially no contribution to $C(t)$ because of strong cancellations. The characteristic time at which the modulus of the correlation amplitude starts becoming appreciably different from 1 is given by

$$t = \frac{\hbar}{\Delta E}. \quad (2.1.70)$$

Even though this equation is obtained for a superposition state with a quasi-continuous energy spectrum, it also makes sense for a two-level system; in the spin-precession problem considered earlier, the state ket, which is initially $|S_+\rangle$, starts losing its identity after $\sim 1/\omega = \hbar/(E_+ - E_-)$, as is evident from (2.1.60).

To summarize, as a result of time evolution the state ket of a physical system ceases to retain its original form after a time interval of order $\hbar/\Delta E$. In the literature this point is often said to illustrate the time-energy uncertainty relation

$$\Delta t \Delta E \approx \hbar. \quad (2.1.71)$$

However, it is to be clearly understood that this time-energy uncertainty relation is of a very different nature from the uncertainty relation between two incompatible observables discussed in Section 1.4. In Chapter 5 we will come back to (2.1.71) in connection with time-dependent perturbation theory.

2.2. THE SCHRODINGER VERSUS THE HEISENBERG PICTURE

Unitary Operators

In the previous section we introduced the concept of time development by considering the time-evolution operator that affects state kets; that approach to quantum dynamics is known as the Schrödinger picture. There is another formulation of quantum dynamics where observables, rather than state kets, vary with time; this second approach is known as the Heisenberg picture. Before discussing the differences between the two approaches in detail, we digress to make some general comments on unitary operators.
Unitary operators are used for many different purposes in quantum mechanics. In this book we introduced (Section 1.5) an operator satisfying the unitarity property. In that section we were concerned with the question of how the base kets in one representation are related to those in some other representations. The state kets themselves are assumed not to change as we switch to a different set of base kets even though the numerical values of the expansion coefficients for \( |\alpha\rangle \) are, of course, different in different representations. Subsequently we introduced two unitary operators that actually change the state kets, the translation operator of Section 1.6 and the time-evolution operator of Section 2.1. We have

\[
|\alpha\rangle \rightarrow U|\alpha\rangle, \tag{2.2.1}
\]

where \( U \) may stand for \( \mathcal{F}(dx) \) or \( \mathcal{U}(t, t_0) \). Here \( U|\alpha\rangle \) is the state ket corresponding to a physical system that actually has undergone translation or time evolution.

It is important to keep in mind that under a unitary transformation that changes the state kets, the inner product of a state bra and a state ket remains unchanged:

\[
\langle \beta|\alpha\rangle \rightarrow \langle \beta|U^\dagger U|\alpha\rangle = \langle \beta|\alpha\rangle. \tag{2.2.2}
\]

Using the fact that these transformations affect the state kets but not operators, we can infer how \( \langle \beta|X|\alpha\rangle \) must change:

\[
\langle \beta|X|\alpha\rangle \rightarrow (\langle \beta|U^\dagger \rangle \cdot X \cdot (U|\alpha\rangle) = \langle \beta|U^\dagger XU|\alpha\rangle. \tag{2.2.3}
\]

We now make a very simple mathematical observation that follows from the associative axiom of multiplication:

\[
(\langle \beta|U^\dagger \rangle \cdot X \cdot (U|\alpha\rangle) = \langle \beta| \cdot (U^\dagger XU) \cdot |\alpha\rangle. \tag{2.2.4}
\]

Is there any physics in this observation? This mathematical identity suggests two approaches to unitary transformations:

\textit{Approach 1:}

\[
|\alpha\rangle \rightarrow U|\alpha\rangle, \quad \text{with operators unchanged}, \tag{2.2.5a}
\]

\textit{Approach 2:}

\[
X \rightarrow U^\dagger XU, \quad \text{with state kets unchanged}. \tag{2.2.5b}
\]

In classical physics we do not introduce state kets, yet we talk about translation, time evolution, and the like. This is possible because these operations actually change quantities such as \( x \) and \( L \), which are observables of classical mechanics. We therefore conjecture that a closer connection with classical physics may be established if we follow approach 2.

A simple example may be helpful here. We go back to the infinitesimal translation operator \( \mathcal{F}(dx') \). The formalism presented in Section 1.6 is based on approach 1; \( \mathcal{F}(dx') \) affects the state kets, not the position
operator:
\[
|\alpha\rangle \rightarrow \left(1 - \frac{i\mathbf{p} \cdot d\mathbf{x}'}{\hbar}\right)|\alpha\rangle,
\]
\[
x \rightarrow x.
\] (2.2.6)

In contrast, if we follow approach 2, we obtain
\[
|\alpha\rangle \rightarrow |\alpha\rangle,
\]
\[
x \rightarrow \left(1 + \frac{i\mathbf{p} \cdot d\mathbf{x}'}{\hbar}\right)x\left(1 - \frac{i\mathbf{p} \cdot d\mathbf{x}'}{\hbar}\right)
\]
\[
= x + \left(\frac{i}{\hbar}\right)[\mathbf{p} \cdot d\mathbf{x}', x]
\]
\[
= x + dx'.
\] (2.2.7)

We leave it as an exercise for the reader to show that both approaches lead to the same result for the expectation value of \( x \):
\[
\langle x \rangle \rightarrow \langle x \rangle + \langle dx' \rangle.
\] (2.2.8)

**State Kets and Observables in the Schrödinger and the Heisenberg Pictures**

We now return to the time-evolution operator \( \mathcal{U}(t, t_0) \). In the previous section we examined how state kets evolve with time. This means that we were following approach 1, known as the Schrödinger picture when applied to time evolution. Alternatively we may follow approach 2, known as the Heisenberg picture when applied to time evolution.

In the Schrödinger picture the operators corresponding to observables like \( x \), \( p_y \), and \( S_z \) are fixed in time, while state kets vary with time, as indicated in the previous section. In contrast, in the Heisenberg picture the operators corresponding to observables vary with time; the state kets are fixed, frozen so to speak, at what they were at \( t_0 \). It is convenient to set \( t_0 \) in \( \mathcal{U}(t, t_0) \) to zero for simplicity and work with \( \mathcal{U}(t) \), which is defined by
\[
\mathcal{U}(t, t_0 = 0) \equiv \mathcal{U}(t) = \exp\left(\frac{-i\mathbf{H}t}{\hbar}\right).
\] (2.2.9)

Motivated by (2.2.5b) of approach 2, we define the Heisenberg picture observable by
\[
A^{(H)}(t) \equiv \mathcal{U}^\dagger(t)A^{(S)}\mathcal{U}(t),
\] (2.2.10)

where the superscripts \( H \) and \( S \) stand for Heisenberg and Schrödinger, respectively. At \( t = 0 \), the Heisenberg picture observable and the corresponding Schrödinger picture observable coincide:
\[
A^{(H)}(0) = A^{(S)}.
\] (2.2.11)
The state kets also coincide between the two pictures at \( t = 0 \); at later \( t \) the Heisenberg picture state ket is frozen to what it was at \( t = 0 \):

\[
|\alpha, t_0 = 0; t\rangle_H = |\alpha, t_0 = 0\rangle,
\]

independent of \( t \). This is in dramatic contrast with the Schrödinger-picture state ket,

\[
|\alpha, t_0 = 0; t\rangle_S = \mathcal{U}(t)|\alpha, t_0 = 0\rangle.
\]

The expectation value \( \langle A \rangle \) is obviously the same in both pictures:

\[
S\langle \alpha, t_0 = 0; t|A^{(S)}|\alpha, t_0 = 0; t\rangle_S = \langle \alpha, t_0 = 0|AA^{(S)}\mathcal{U}|\alpha, t_0 = 0\rangle
=
H\langle \alpha, t_0 = 0; t|A^{(H)}(t)|\alpha, t_0 = 0; t\rangle_H.
\]

**The Heisenberg Equation of Motion**

We now derive the fundamental equation of motion in the Heisenberg picture. Assuming that \( A^{(S)} \) does not depend explicitly on time, which is the case in most physical situations of interest, we obtain [by differentiating \( (2.2.10) \)]

\[
\frac{dA^{(H)}}{dt} = \frac{\partial \mathcal{U}^\dagger}{\partial t}A^{(S)}\mathcal{U} + \mathcal{U}^\dagger A^{(S)}\frac{\partial \mathcal{U}}{\partial t}
=
-\frac{1}{i\hbar} \mathcal{U}^\dagger H\mathcal{U} \mathcal{U}^\dagger A^{(S)}\mathcal{U} + \frac{1}{i\hbar} \mathcal{U}^\dagger A^{(S)}\mathcal{U} \mathcal{U}^\dagger H\mathcal{U}
=
\frac{1}{i\hbar} [A^{(H)}, \mathcal{U}^\dagger H\mathcal{U}],
\]

where we have used [see \( (2.1.25) \)]

\[
\frac{\partial \mathcal{U}}{\partial t} = \frac{1}{i\hbar} H\mathcal{U},
\]

\[
\frac{\partial \mathcal{U}^\dagger}{\partial t} = -\frac{1}{i\hbar} \mathcal{U}^\dagger H.
\]

Because \( H \) was originally introduced in the Schrödinger picture, we may be tempted to define

\[
H^{(H)} = \mathcal{U}^\dagger H\mathcal{U}
\]

in accordance with \( (2.2.10) \). But in elementary applications where \( \mathcal{U} \) is given by \( (2.2.9) \), \( \mathcal{U} \) and \( H \) obviously commute; as a result,

\[
\mathcal{U}^\dagger H\mathcal{U} = H,
\]

so it is all right to write \( (2.2.15) \) as

\[
\frac{dA^{(H)}}{dt} = \frac{1}{i\hbar} [A^{(H)}, H].
\]
This equation is known as the **Heisenberg equation of motion**. Notice that we have derived it using the properties of the time-evolution operator and the defining equation for $A^{(H)}$.

It is instructive to compare (2.2.19) with the classical equation of motion in Poisson bracket form. In classical physics, for a function $A$ of $q$’s and $p$’s that does not involve time explicitly, we have (Goldstein 1980, 405–6)

$$\frac{dA}{dt} = [A, H]_{\text{classical}}. \quad (2.2.20)$$

Again, we see that Dirac’s quantization rule (1.6.47) leads to the correct equation in quantum mechanics. Indeed, historically (2.2.19) was first written by P. A. M. Dirac, who—with his characteristic modesty—called it the Heisenberg equation of motion. It is worth noting, however, that (2.2.19) makes sense whether or not $A^{(H)}$ has a classical analogue. For example, the spin operator in the Heisenberg picture satisfies

$$\frac{dS_i^{(H)}}{dt} = \frac{1}{i\hbar} [S_i^{(H)}, H], \quad (2.2.21)$$

which can be used to discuss spin precession, but this equation has no classical counterpart because $S_z$ cannot be written as a function of $q$’s and $p$’s. Rather than insisting on Dirac’s rule, (1.6.47), we may argue that for quantities possessing classical counterparts, the correct classical equation can be obtained from the corresponding quantum-mechanical equation via the ansatz,

$$[\cdot, \cdot]_{i\hbar} \to [\cdot, \cdot]_{\text{classical}}. \quad (2.2.22)$$

Classical mechanics can be derived from quantum mechanics, but the opposite is not true.*

**Free Particles; Ehrenfest’s Theorem**

Whether we work in the Schrödinger picture or in the Heisenberg picture, to be able to use the equations of motion we must first learn how to construct the appropriate Hamiltonian operator. For a physical system with classical analogues, we assume the Hamiltonian to be of the same form as in classical physics; we merely replace the classical $x_i$’s and $p_i$’s by the corresponding operators in quantum mechanics. With this assumption we can reproduce the correct classical equations in the classical limit. Whenever

---

*In this book we follow the order: the Schrödinger picture $\rightarrow$ the Heisenberg picture $\rightarrow$ classical. For an enlightening treatment of the same subject in opposite order, classical $\rightarrow$ the Heisenberg picture $\rightarrow$ the Schrödinger picture, see Finkelstein (1973), 68–70 and 109.
an ambiguity arises because of noncommuting observables, we attempt to resolve it by requiring $H$ to be Hermitian; for instance, we write the quantum-mechanical analogue of the classical product $xp$ as $\frac{1}{2}(xp + px)$. When the physical system in question has no classical analogues, we can only guess the structure of the Hamiltonian operator. We try various forms until we get the Hamiltonian that leads to results agreeing with empirical observation.

In practical applications it is often necessary to evaluate the commutator of $x_i$ (or $p_i$) with functions of $x_j$ and $p_j$. To this end the following formulas are found to be useful:

$$[x_i, F(p)] = i\hbar \frac{\partial F}{\partial p_i} \tag{2.2.23a}$$

and

$$[p_i, G(x)] = -i\hbar \frac{\partial G}{\partial x_i}, \tag{2.2.23b}$$

where $F$ and $G$ are functions that can be expanded in powers of $p_j$'s and $x_j$'s, respectively. We can easily prove both formulas by repeatedly applying (1.6.50e).

We are now in a position to apply the Heisenberg equation of motion to a free particle of mass $m$. The Hamiltonian is taken to be of the same form as in classical mechanics:

$$H = \frac{p^2}{2m} = \frac{(p_x^2 + p_y^2 + p_z^2)}{2m}. \tag{2.2.24}$$

We look at the observables $p_i$ and $x_i$, which are understood to be the momentum and the position operator in the Heisenberg picture even though we omit the superscript $(H)$. Because $p_i$ commutes with any function of $p_j$'s, we have

$$\frac{dp_i}{dt} = \frac{1}{i\hbar} [p_i, H] = 0. \tag{2.2.25}$$

Thus for a free particle, the momentum operator is a constant of the motion, which means that $p_i(t)$ is the same as $p_i(0)$ at all times. Quite generally, it is evident from the Heisenberg equation of motion (2.2.19) that whenever $A^H$ commutes with the Hamiltonian, $A^H$ is a constant of the motion. Next,

$$\frac{dx_i}{dt} = \frac{1}{i\hbar} [x_i, H] = \frac{1}{i\hbar} \frac{1}{2m} i\hbar \frac{\partial}{\partial p_i} \left( \sum_{j=1}^{3} p_j^2 \right)$$

$$= \frac{p_i}{m} = \frac{p_i(0)}{m}, \tag{2.2.26}$$
where we have taken advantage of (2.2.23a), so we have the solution
\[ x_i(t) = x_i(0) + \left( \frac{p_i(0)}{m} \right) t, \]  
(2.2.27)
which is reminiscent of the classical trajectory equation for a uniform rectilinear motion. It is important to note that even though we have
\[ [x_i(0), x_j(0)] = 0 \]  
(2.2.28)
at equal times, the commutator of the \( x_i \)'s at different times does not vanish; specifically,
\[ [x_i(t), x_i(0)] = \left[ \frac{p_i(0)t}{m}, x_i(0) \right] = -\frac{i\hbar t}{m}. \]  
(2.2.29)
Applying the uncertainty relation (1.4.53) to this commutator, we obtain
\[ \langle (\Delta x_i)^2 \rangle_t \langle (\Delta x_i)^2 \rangle_{t=0} \geq \frac{\hbar^2 t^2}{4m^2}. \]  
(2.2.30)
Among other things, this relation implies that even if the particle is well localized at \( t = 0 \), its position becomes more and more uncertain with time, a conclusion which can also be obtained by studying the time-evolution behavior of free-particle wave packets in wave mechanics.

We now add a potential \( V(x) \) to our earlier free-particle Hamiltonian:
\[ H = \frac{p_i^2}{2m} + V(x). \]  
(2.2.31)
Here \( V(x) \) is to be understood as a function of the \( x_- \), \( y_- \), and \( z_- \) operators. Using (2.2.23b) this time, we obtain
\[ \frac{dp_i}{dt} = -\frac{\partial}{\partial x_i} V(x). \]  
(2.2.32)
On the other hand, we see that
\[ \frac{dx_i}{dt} = \frac{p_i}{m} \]  
(2.2.33)
still holds because \( x_i \) commutes with the newly added term \( V(x) \). We can use the Heisenberg equation of motion once again to deduce
\[ \frac{d^2x_i}{dt^2} = \frac{1}{i\hbar} \left[ dx_i dt, H \right] = \frac{1}{i\hbar} \left[ \frac{p_i}{m}, H \right] = \frac{1}{m} \frac{dp_i}{dt}. \]  
(2.2.34)
Combining this with (2.2.32), we finally obtain in vectorial form
\[ m \frac{d^2x}{dt^2} = -\nabla V(x). \]  
(2.2.35)
This is the quantum-mechanical analogue of Newton's second law. By taking the expectation values of both sides with respect to a Heisenberg state ket that does not move with time, we obtain

$$m \frac{d^2}{dt^2} \langle x \rangle = \frac{d\langle p \rangle}{dt} = -\langle \nabla V(x) \rangle.$$  \hspace{1cm} (2.2.36)

This is known as the Ehrenfest theorem after P. Ehrenfest, who derived it in 1927 using the formalism of wave mechanics. When written in this expectation form, its validity is independent of whether we are using the Heisenberg or the Schrödinger picture; after all, the expectation values are the same in the two pictures. In contrast, the operator form (2.2.35) is meaningful only if we understand \(x\) and \(p\) to be Heisenberg-picture operators.

We note that in (2.2.36) the \(h\)'s have completely disappeared. It is therefore not surprising that the center of a wave packet moves like a classical particle subjected to \(V(x)\).

**Base Kets and Transition Amplitudes**

So far we have avoided asking how the base kets evolve in time. A common misconception is that as time goes on, all kets move in the Schrödinger picture and are stationary in the Heisenberg picture. This is not the case, as we will make clear shortly. The important point is to distinguish the behavior of state kets from that of base kets.

We started our discussion of ket spaces in Section 1.2 by remarking that the eigenkets of observables are to be used as base kets. What happens to the defining eigenvalue equation

$$A|a'\rangle = a'|a'\rangle$$  \hspace{1cm} (2.2.37)

with time? In the Schrödinger picture, \(A\) does not change, so the base kets, obtained as the solutions to this eigenvalue equation at \(t = 0\), for instance, must remain unchanged. Unlike state kets, the base kets do not change in the Schrödinger picture.

The whole situation is very different in the Heisenberg picture, where the eigenvalue equation we must study is for the time-dependent operator

$$A^{(H)}(t) = \mathcal{U}^\dagger A(0) \mathcal{U}.\hspace{1cm} (2.2.38)$$

From (2.2.37) evaluated at \(t = 0\), when the two pictures coincide, we deduce

$$\mathcal{U}^\dagger A(0) \mathcal{U} \mathcal{U}^\dagger |a'\rangle = a'|a'\rangle,$$  \hspace{1cm} (2.2.39)

which implies an eigenvalue equation for \(A^{(H)}\):

$$A^{(H)}(\mathcal{U}^\dagger |a'\rangle) = a'(\mathcal{U}^\dagger |a'\rangle).\hspace{1cm} (2.2.40)$$

If we continue to maintain the view that the eigenkets of observables form the base kets, then \(\{ \mathcal{U}^\dagger |a'\rangle \}\) must be used as the base kets in the Heisen-
berg picture. As time goes on, the Heisenberg-picture base kets, denoted by \( |a', t\rangle_H \), move as follows:

\[
|a', t\rangle_H = \mathcal{U}^\dagger |a'\rangle.
\]  

(2.2.41)

Because of the appearance of \( \mathcal{U}^\dagger \) rather than \( \mathcal{U} \) in (2.2.41), the Heisenberg-picture base kets are seen to rotate oppositely when compared with the Schrödinger-picture state kets; specifically, \( |a', t\rangle_H \) satisfies the “wrong-sign Schrödinger equation”

\[
i\hbar \frac{\partial}{\partial t} |a', t\rangle_H = -H |a', t\rangle_H.
\]  

(2.2.42)

As for the eigenvalues themselves, we see from (2.2.40) that they are unchanged with time. This is consistent with the theorem on unitary equivalent observables discussed in Section 1.5. Notice also the following expansion for \( A^{(H)}(t) \) in terms of the base kets and bras of the Heisenberg picture:

\[
A^{(H)}(t) = \sum_{a'} |a', t\rangle_H a' \langle a' | t| \\
= \sum_{a'} \mathcal{U}^\dagger |a'\rangle \langle a' | \mathcal{U} \\
= \mathcal{U}^\dagger A^{(S)} \mathcal{U},
\]  

(2.2.43)

which shows that everything is quite consistent provided that the Heisenberg base kets change as in (2.2.41).

We see that the expansion coefficients of a state ket in terms of base kets are the same in both pictures:

\[
\begin{align*}
c_{a'}(t) &= \left\langle a' \right| \left( \mathcal{U} |\alpha, t_0 = 0\rangle \right) \\
&= \left( \mathcal{U} |\alpha, t_0 = 0\rangle \right) \left( \text{the Schrödinger picture} \right) \quad (2.2.44a)

c_{a'}(t) &= \left\langle a' \right| \mathcal{U} \right|\alpha, t_0 = 0\rangle \\
&= \left( a' \mathcal{U} \right) \left( \text{the Heisenberg picture} \right). \quad (2.2.44b)
\end{align*}
\]

Pictorially, we may say that the cosine of the angle between the state ket and the base ket is the same whether we rotate the state ket counterclockwise or the base ket clockwise. These considerations apply equally well to base kets that exhibit a continuous spectrum; in particular, the wave function \( \langle x' | \alpha \rangle \) can be regarded either as (1) the inner product of the stationary position eigenbra with the moving state ket (the Schrödinger picture) or as (2) the inner product of the moving position eigenbra with the stationary state ket (the Heisenberg picture). We will discuss the time dependence of the wave function in Section 2.4, where we will derive the celebrated wave equation of Schrödinger.

To illustrate further the equivalence between the two pictures, we study transition amplitudes, which will play a fundamental role in Section
### Table 2.1. The Schrödinger Picture Versus the Heisenberg Picture

<table>
<thead>
<tr>
<th>Schrödinger picture</th>
<th>Heisenberg picture</th>
</tr>
</thead>
<tbody>
<tr>
<td>State ket</td>
<td>Moving: (2.1.5), (2.1.27)</td>
</tr>
<tr>
<td>Observable</td>
<td>Stationary</td>
</tr>
<tr>
<td>Base ket</td>
<td>Stationary</td>
</tr>
</tbody>
</table>

2.5. Suppose there is a physical system prepared at $t = 0$ to be in an eigenstate of observable $A$ with eigenvalue $a'$. At some later time $t$ we may ask, What is the probability amplitude, known as the transition amplitude, for the system to be found in an eigenstate of observable $B$ with eigenvalue $b''$? Here $A$ and $B$ can be the same or different. In the Schrödinger picture the state ket at $t$ is given by $\mathcal{U}|a'\rangle$, while the base kets $|a'\rangle$ and $|b''\rangle$ do not vary with time; so we have

$$
\langle b'| \mathcal{U}|a'\rangle
$$

(2.2.45)

for this transition amplitude. In contrast, in the Heisenberg picture the state ket is stationary, that is, it remains as $|a'\rangle$ at all times, but the base kets evolve oppositely. So the transition amplitude is

$$
\langle b'| \mathcal{U}(t,0)|a'\rangle
$$

(2.2.46)

Obviously (2.2.45) and (2.2.46) are the same. They can both be written as

$$
\langle b'| \mathcal{U}(t,0) |a'\rangle
$$

(2.2.47)

In some loose sense this is the transition amplitude for “going” from state $|a'\rangle$ to state $|b''\rangle$.

To conclude this section let us summarize the differences between the Schrödinger picture and the Heisenberg picture; see Table 2.1.

### 2.3. Simple Harmonic Oscillator

The simple harmonic oscillator is one of the most important problems in quantum mechanics. From a pedagogical point of view it can be used to illustrate the basic concepts and methods in quantum mechanics. From a practical point of view it has applications in a variety of branches of modern physics—molecular spectroscopy, solid state physics, nuclear structure, quantum field theory, quantum optics, quantum statistical mechanics, and so forth. From a historical point of view it was M. Planck’s proposal to associate discrete units of energy with radiation oscillators that led to the birth of quantum concepts. A thorough understanding of the properties of
quantum-mechanical oscillators is indispensable for any serious student of modern physics.

Energy Eigenkets and Energy Eigenvalues

We begin our discussion with Dirac’s elegant operator method, which is based on the earlier work of M. Born and N. Wiener, to obtain the energy eigenkets and energy eigenvalues of the simple harmonic oscillator. The basic Hamiltonian is

\[ H = \frac{p^2}{2m} + \frac{m\omega^2 x^2}{2}, \tag{2.3.1} \]

where \(\omega\) is the angular frequency of the classical oscillator related to the spring constant \(k\) in Hooke’s law via \(\omega = \sqrt{k/m}\). The operators \(x\) and \(p\) are, of course, Hermitian. It is convenient to define two non-Hermitian operators,

\[ a = \sqrt{\frac{m\omega}{2\hbar}} \left( x + \frac{ip}{m\omega} \right), \quad a^\dagger = \sqrt{\frac{m\omega}{2\hbar}} \left( x - \frac{ip}{m\omega} \right), \tag{2.3.2} \]

known as the **annihilation operator** and the **creation operator**, respectively, for reasons that will become evident shortly. Using the canonical commutation relations, we readily obtain

\[ [a, a^\dagger] = \left( \frac{1}{2\hbar} \right) ( -i[x, p] + i[p, x] ) = 1. \tag{2.3.3} \]

We also define the number operator

\[ N = a^\dagger a, \tag{2.3.4} \]

which is obviously Hermitian. It is straightforward to show that

\[ a^\dagger a = \left( \frac{m\omega}{2\hbar} \right) \left( x^2 + \frac{p^2}{m^2 \omega^2} \right) + \left( \frac{i}{2\hbar} \right) [x, p] \]

\[ = \frac{H}{\hbar \omega} - \frac{1}{2}, \tag{2.3.5} \]

so we have an important relation between the number operator and the Hamiltonian operator:

\[ H = \hbar \omega \left( N + \frac{1}{2} \right). \tag{2.3.6} \]

Because \(H\) is just a linear function of \(N\), \(N\) can be diagonalized simultaneously with \(H\). We denote an energy eigenket of \(H\) by its eigenvalue \(n\), so

\[ N|n\rangle = n|n\rangle. \tag{2.3.7} \]

We will later show that \(n\) must be a nonnegative integer. Because of (2.3.6) we also have

\[ H|n\rangle = \left( n + \frac{1}{2} \right) \hbar \omega |n\rangle, \tag{2.3.8} \]
which means that the energy eigenvalues are given by
\[ E_n = (n + \frac{1}{2}) \hbar \omega. \] (2.3.9)

To appreciate the physical significance of \( a \), \( a^\dagger \), and \( N \), let us first note that
\[ [N, a] = [a^\dagger a, a] = a^\dagger [a, a] + [a^\dagger, a] a = -a, \] (2.3.10)
where we have used (2.3.3). Likewise, we can derive
\[ [N, a^\dagger] = a^\dagger. \] (2.3.11)
As a result, we have
\[ N a^\dagger |n\rangle = ([N, a^\dagger] + a^\dagger N) |n\rangle = (n + 1) a^\dagger |n\rangle \] (2.3.12a)
and
\[ N a |n\rangle = ([N, a] + aN) |n\rangle = (n - 1) a |n\rangle. \] (2.3.12b)
These relations imply that \( a^\dagger |n\rangle (a |n\rangle) \) is also an eigenket of \( N \) with eigenvalue increased (decreased) by one. Because the increase (decrease) of \( n \) by one amounts to the creation (annihilation) of one quantum unit of energy \( \hbar \omega \), the term creation operator (annihilation operator) for \( a^\dagger (a) \) is deemed appropriate.

Equation (2.3.12b) implies that \( a |n\rangle \) and \( |n - 1\rangle \) are the same up to a multiplicative constant. We write
\[ a |n\rangle = c |n - 1\rangle, \] (2.3.13)
where \( c \) is a numerical constant to be determined from the requirement that both \( |n\rangle \) and \( |n - 1\rangle \) be normalized. First, note that
\[ \langle n | a^\dagger a | n \rangle = |c|^2. \] (2.3.14)
We can evaluate the left-hand side of (2.3.14) by noting that \( a^\dagger a \) is just the number operator, so
\[ n = |c|^2. \] (2.3.15)
Taking \( c \) to be real and positive by convention, we finally obtain
\[ a |n\rangle = \sqrt{n} |n - 1\rangle. \] (2.3.16)
Similarly, it is easy to show that
\[ a^\dagger |n\rangle = \sqrt{n + 1} |n + 1\rangle. \] (2.3.17)
Suppose that we keep on applying the annihilation operator \( a \) to both sides of (2.3.16):
\begin{align*}
a^2 |n\rangle &= \sqrt{n(n - 1)} |n - 2\rangle, \\
a^3 |n\rangle &= \sqrt{n(n - 1)(n - 2)} |n - 3\rangle, \quad \vdots \end{align*} (2.3.18)
We can obtain numerical operator eigenkets with smaller and smaller \( n \) until the sequence terminates, which is bound to happen whenever we start with a positive integer \( n \). One may argue that if we start with a noninteger \( n \), the sequence will not terminate, leading to eigenkets with a negative value of \( n \). But we also have the positivity requirement for the norm of \( a|n\rangle \):

\[
n = \langle n|N|n\rangle = \left( \langle n|a^\dagger \right) \cdot (a|n\rangle) \geq 0, \tag{2.3.19}
\]

which implies that \( n \) can never be negative! So we conclude that the sequence must terminate with \( n = 0 \) and that the allowed values of \( n \) are nonnegative integers.

Because the smallest possible value of \( n \) is zero, the ground state of the harmonic oscillator has

\[
E_0 = \frac{1}{2} \hbar \omega. \tag{2.3.20}
\]

We can now successively apply the creation operator \( a^\dagger \) to the ground state \( |0\rangle \). Using (2.3.17), we obtain

\[
|1\rangle = a^\dagger |0\rangle, \\
|2\rangle = \left( \frac{a^\dagger}{\sqrt{2}} \right) |1\rangle = \left[ \frac{(a^\dagger)^2}{\sqrt{2}} \right] |0\rangle, \\
|3\rangle = \left( \frac{a^\dagger}{\sqrt{3}} \right) |2\rangle = \left[ \frac{(a^\dagger)^3}{\sqrt{3!}} \right] |0\rangle, \\
\vdots \\
|n\rangle = \left[ \frac{(a^\dagger)^n}{\sqrt{n!}} \right] |0\rangle. \tag{2.3.21}
\]

In this way we have succeeded in constructing simultaneous eigenkets of \( N \) and \( H \) with energy eigenvalues

\[
E_n = (n + \frac{1}{2}) \hbar \omega, \quad (n = 0, 1, 2, 3, \ldots). \tag{2.3.22}
\]

From (2.3.16), (2.3.17), and the orthonormality requirement for \( \{|n\rangle\} \), we obtain the matrix elements

\[
\langle n'|a|n\rangle = \sqrt{n} \delta_{n',n-1}, \quad \langle n'|a^\dagger|n\rangle = \sqrt{n+1} \delta_{n',n+1}. \tag{2.3.23}
\]

Using these together with

\[
x = \sqrt{\frac{\hbar}{2m\omega}} \left( a + a^\dagger \right), \quad p = i \sqrt{\frac{m\hbar\omega}{2}} \left( -a + a^\dagger \right), \tag{2.3.24}
\]

we derive the matrix elements of the \( x \) and \( p \) operators:

\[
\langle n'|x|n\rangle = \sqrt{\frac{\hbar}{2m\omega}} \left( \sqrt{n} \delta_{n',n-1} + \sqrt{n+1} \delta_{n',n+1} \right), \tag{2.3.25a}
\]

\[
\langle n'|p|n\rangle = i \sqrt{\frac{m\hbar\omega}{2}} \left( -\sqrt{n} \delta_{n',n-1} + \sqrt{n+1} \delta_{n',n+1} \right). \tag{2.3.25b}
\]
Notice that neither $x$ nor $p$ is diagonal in the $N$-representation we are using. This is not surprising because $x$ and $p$, like $a$ and $a^\dagger$, do not commute with $N$.

The operator method can also be used to obtain the energy eigenfunctions in position space. Let us start with the ground state defined by

$$a|0\rangle = 0,$$  \hspace{1cm} (2.3.26)

which, in the $x$-representation, reads

$$\langle x'|a|0\rangle = \sqrt{\frac{m\omega}{2\hbar}} \langle x'| \left( x + \frac{ip}{m\omega} \right) |0\rangle = 0.$$  \hspace{1cm} (2.3.27)

Recalling (1.7.17), we can regard this as a differential equation for the ground-state wave function $\langle x'|0\rangle$:

$$\left( x' + x_0^2 \frac{d}{dx'} \right) \langle x'|0\rangle = 0,$$  \hspace{1cm} (2.3.28)

where we have introduced

$$x_0 \equiv \sqrt{\frac{\hbar}{m\omega}},$$  \hspace{1cm} (2.3.29)

which sets the length scale of the oscillator. We see that the normalized solution to (2.3.28) is

$$\langle x'|0\rangle = \left( \frac{1}{\pi^{1/4} x_0} \right) \exp \left[ -\frac{1}{2} \left( \frac{x'}{x_0} \right)^2 \right].$$  \hspace{1cm} (2.3.30)

We can also obtain the energy eigenfunctions for excited states by evaluating

$$\langle x'|1\rangle = \langle x'|a^\dagger|0\rangle = \left( \frac{1}{\sqrt{2} x_0} \right) \left( x' - x_0^2 \frac{d}{dx'} \right) \langle x'|0\rangle,$$

$$\langle x'|2\rangle = \left( \frac{1}{\sqrt{2}} \right) \left( \frac{1}{\sqrt{2} x_0} \right)^2 \left( \frac{1}{\sqrt{2}!} \right)^2 \left( x' - x_0^2 \frac{d}{dx'} \right)^2 \langle x'|0\rangle, \ldots$$  \hspace{1cm} (2.3.31)

In general, we obtain

$$\langle x'|n\rangle = \left( \frac{1}{\pi^{1/4} \sqrt{2^n n!}} \right) \left( \frac{1}{x_0^{n+1/2}} \right) \left( x' - x_0^2 \frac{d}{dx'} \right)^n \exp \left[ -\frac{1}{2} \left( \frac{x'}{x_0} \right)^2 \right].$$  \hspace{1cm} (2.3.32)
It is instructive to look at the expectation values of $x^2$ and $p^2$ for the ground state. First, note that

$$x^2 = \left( \frac{\hbar}{2m\omega} \right)(a^2 + a^{\dagger 2} + a^{\dagger}a + aa^{\dagger}).$$

When we take the expectation value of $x^2$, only the last term in (2.3.33) yields a nonvanishing contribution:

$$\langle x^2 \rangle = \frac{\hbar}{2m\omega} = \frac{x_0^2}{2}.$$  
(2.3.34)

Likewise,

$$\langle p^2 \rangle = \frac{\hbar m \omega}{2}.$$  
(2.3.35)

It follows that the expectation values of the kinetic and the potential energies are, respectively,

$$\left\langle \frac{p^2}{2m} \right\rangle = \frac{\hbar \omega}{4} = \frac{\langle H \rangle}{2} \quad \text{and} \quad \left\langle \frac{m\omega^2 x^2}{2} \right\rangle = \frac{\hbar \omega}{4} = \frac{\langle H \rangle}{2},$$

(2.3.36)

as expected from the virial theorem. From (2.3.25a) and (2.3.25b), it follows that

$$\langle x \rangle = \langle p \rangle = 0,$$  
(2.3.37)

which also holds for the excited states. We therefore have

$$\langle (\Delta x)^2 \rangle = \langle x^2 \rangle = \frac{\hbar}{2m\omega} \quad \text{and} \quad \langle (\Delta p)^2 \rangle = \langle p^2 \rangle = \frac{\hbar m \omega}{2},$$

(2.3.38)

and we see that the uncertainty relation is satisfied in the minimum uncertainty product form:

$$\langle (\Delta x)^2 \rangle \langle (\Delta p)^2 \rangle = \frac{\hbar^2}{4}.$$  
(2.3.39)

This is not surprising because the ground-state wave function has a Gaussian shape. In contrast, the uncertainty products for the excited states are larger:

$$\langle (\Delta x)^2 \rangle \langle (\Delta p)^2 \rangle = \left( n + \frac{1}{2} \right)^2 \hbar^2,$$  
(2.3.40)

as the reader may easily verify.

**Time Development of the Oscillator**

So far we have not discussed the time evolution of oscillator state kets nor of observables like $x$ and $p$. Everything we have done is supposed to hold at some instant of time, say at $t = 0$; the operators $x$, $p$, $a$, and $a^{\dagger}$ are to be regarded either as Schrödinger-picture operators (at all $t$) or as Heisenberg-picture operators at $t = 0$. In the remaining part of this section, we work exclusively in the Heisenberg picture, which means that $x$, $p$, $a$,
and \( a^\dagger \) are all time-dependent even though we do not explicitly write \( x^{(H)}(t) \), and so forth.

The Heisenberg equations of motion for \( p \) and \( x \) are, from (2.2.32) and (2.2.33),

\[
\frac{dp}{dt} = -m\omega^2 x
\]

(2.3.41a)

and

\[
\frac{dx}{dt} = \frac{p}{m}.
\]

(2.3.41b)

This pair of coupled differential equations is equivalent to two uncoupled differential equations for \( a \) and \( a^\dagger \), namely,

\[
\frac{da}{dt} = \sqrt{\frac{m\omega}{2\hbar}} \left( \frac{p}{m} - i\omega x \right) = -i\omega a
\]

(2.3.42a)

and

\[
\frac{da^\dagger}{dt} = i\omega a^\dagger,
\]

(2.3.42b)

whose solutions are

\[
a(t) = a(0)\exp(-i\omega t) \quad \text{and} \quad a^\dagger(t) = a^\dagger(0)\exp(i\omega t). \quad (2.3.43)
\]

Incidentally, these relations explicitly show that \( N \) and \( H \) are time-independent operators even in the Heisenberg picture, as they must be. In terms of \( x \) and \( p \), we can rewrite (2.3.43) as

\[
x(t) + \frac{ip(t)}{m\omega} = x(0)\exp(-i\omega t) + i \left[ \frac{p(0)}{m\omega} \right] \exp(-i\omega t),
\]

\[
x(t) - \frac{ip(t)}{m\omega} = x(0)\exp(i\omega t) - i \left[ \frac{p(0)}{m\omega} \right] \exp(i\omega t).
\]

(2.3.44)

Equating the Hermitian and anti-Hermitian parts of both sides separately, we deduce

\[
x(t) = x(0)\cos\omega t + \left[ \frac{p(0)}{m\omega} \right] \sin\omega t
\]

(2.3.45a)

and

\[
p(t) = -m\omega x(0)\sin\omega t + p(0)\cos\omega t.
\]

(2.3.45b)

These look the same as the classical equations of motion. We see that the \( x \) and \( p \) operators “oscillate” just like their classical analogues.

For pedagogical reasons we now present an alternative derivation of (2.3.45a). Instead of solving the Heisenberg equation of motion, we attempt to evaluate

\[
x(t) = \exp\left( \frac{iHt}{\hbar} \right) x(0)\exp\left( -\frac{iHt}{\hbar} \right).
\]

(2.3.46)
To this end we record a very useful formula:

$$
\exp(iG\lambda)A\exp(-iG\lambda) = A + i\lambda[G,A] + \left(\frac{i^2\lambda^2}{2!}\right)[G, [G, A]] + \\
\cdots + \left(\frac{i^n\lambda^n}{n!}\right)[G, [G, [G, \ldots [G, A]]]] + \cdots,
$$

(2.3.47)

where $G$ is a Hermitian operator and $\lambda$ is a real parameter. We leave the proof of this formula, known as the **Baker-Hausdorff lemma** as an exercise.

Applying this formula to (2.3.46), we obtain

$$
\exp\left(\frac{iHt}{\hbar}\right)x(0)\exp\left(-\frac{iHt}{\hbar}\right)
= x(0) + \left(\frac{it}{\hbar}\right)[H, x(0)] + \left(\frac{i^2t^2}{2!\hbar^2}\right)[H, [H, x(0)]] + \cdots.
$$

(2.3.48)

Each term on the right-hand side can be reduced to either $x$ or $p$ by repeatedly using

$$
[H, x(0)] = -\frac{i\hbar p(0)}{m}
$$

(2.3.49a)

and

$$
[H, p(0)] = i\hbar m\omega^2 x(0).
$$

(2.3.49b)

Thus

$$
\exp\left(\frac{iHt}{\hbar}\right)x(0)\exp\left(-\frac{iHt}{\hbar}\right) = x(0) + \left[\frac{p(0)}{m}\right]t - \left(\frac{1}{2!}\right)t^2\omega^2 x(0)
\right.

- \left(\frac{1}{3!}\right)t^3\omega^2 p(0)

+ \cdots

= x(0)\cos \omega t + \left[\frac{p(0)}{m\omega}\right]\sin \omega t,
$$

(2.3.50)

in agreement with (2.3.45a).

From (2.3.45a) and (2.3.45b), one may be tempted to conclude that $\langle x \rangle$ and $\langle p \rangle$ always oscillate with angular frequency $\omega$. However, this inference is not correct. Take any energy eigenstate characterized by a definite value of $n$; the expectation value $\langle n|x(t)|n\rangle$ vanishes because the operators $x(0)$ and $p(0)$ change $n$ by $\pm 1$ and $|n\rangle$ and $|n \pm 1\rangle$ are orthogonal. This point is also obvious from our earlier conclusion (see Section 2.1) that the expectation value of an observable taken with respect to a stationary state does not vary with time. To observe oscillations reminiscent of the classical oscillator, we must look at a **superposition** of energy eigenstates such as

$$
|\alpha\rangle = c_0|0\rangle + c_1|1\rangle.
$$

(2.3.51)
The expectation value of $x(t)$ taken with respect to (2.3.51) does oscillate, as the reader may readily verify.

We have seen that an energy eigenstate does not behave like the classical oscillator—in the sense of oscillating expectation values for $x$ and $p$—no matter how large $n$ may be. We may logically ask, How can we construct a superposition of energy eigenstates that most closely imitates the classical oscillator? In wave-function language, we want a wave packet that bounces back and forth without spreading in shape. It turns out that a coherent state defined by the eigenvalue equation for the non-Hermitian annihilation operator $a$,

$$a|\lambda\rangle = \lambda|\lambda\rangle,$$  

(2.3.52)

with, in general, a complex eigenvalue $\lambda$ does the desired job. The coherent state has many other remarkable properties:

1. When expressed as a superposition of energy (or $N$) eigenstates,

$$|\lambda\rangle = \sum_{n=0}^{\infty} f(n)|n\rangle,$$  

(2.3.53)

the distribution of $|f(n)|^2$ with respect to $n$ is of the Poisson type about some mean value $\bar{n}$:

$$|f(n)|^2 = \left(\frac{\bar{n}^n}{n!}\right)\exp(-\bar{n}).$$  

(2.3.54)

2. It can be obtained by translating the oscillator ground state by some finite distance.

3. It satisfies the minimum uncertainty product relation at all times.

A systematic study of coherent states, pioneered by R. Glauber, is very rewarding; the reader is urged to work out an exercise on this subject at the end of this chapter.*

2.4. SCHRÖDINGER'S WAVE EQUATION

Time-Dependent Wave Equation

We now turn to the Schrödinger picture and examine the time evolution of $|\alpha, t_0; t\rangle$ in the $x$-representation. In other words, our task is to study the behavior of the wave function

$$\psi(x', t) = \langle x'|\alpha, t_0; t\rangle$$  

(2.4.1)

as a function of time, where $|\alpha, t_0; t\rangle$ is a state ket in the Schrödinger

---

*For applications to laser physics, see Sargent, Scully, and Lamb (1974).
picture at time $t$, and $\langle x'|$ is a time-independent position eigenbra with eigenvalue $x'$. The Hamiltonian operator is taken to be

$$H = \frac{p^2}{2m} + V(x). \quad (2.4.2)$$

The potential $V(x)$ is a Hermitian operator; it is also local in the sense that in the $x$-representation we have

$$\langle x''|V(x)|x'\rangle = V(x')\delta^3(x' - x''), \quad (2.4.3)$$

where $V(x')$ is a real function of $x'$. Later in this book we will consider more-complicated Hamiltonians—a time-dependent potential $V(x, t)$; a nonlocal but separable potential where the right-hand side of (2.4.3) is replaced by $v_1(x'')v_2(x')$; a momentum-dependent interaction of the form $p\cdot A + A\cdot p$, where $A$ is the vector potential in electrodynamics, and so on.

We now derive Schrödinger's time-dependent wave equation. We first write the Schrödinger equation for a state ket (2.1.27) in the $x$-representation:

$$i\hbar \frac{\partial}{\partial t} \langle x'|\alpha, t_0; t \rangle = \langle x'|H|\alpha, t_0; t \rangle, \quad (2.4.4)$$

where we have used the fact that the position eigenbras in the Schrödinger picture do not change with time. Using (1.7.20), we can write the kinetic-energy contribution to the right-hand side of (2.4.4) as

$$\left\langle x'\left|\frac{p^2}{2m}\right|\alpha, t_0; t \right\rangle = -\left(\frac{\hbar^2}{2m}\right) \nabla^2 \langle x'\left|\alpha, t_0; t \right\rangle. \quad (2.4.5)$$

As for $V(x)$, we simply use

$$\langle x'|V(x) = \langle x'|V(x'), \quad (2.4.6)$$

where $V(x')$ is no longer an operator. Combining everything, we deduce

$$i\hbar \frac{\partial}{\partial t} \langle x'|\alpha, t_0; t \rangle = -\left(\frac{\hbar^2}{2m}\right) \nabla^2 \langle x'\left|\alpha, t_0; t \right\rangle + V(x')\langle x'\left|\alpha, t_0; t \right\rangle, \quad (2.4.7)$$

which we recognize to be the celebrated time-dependent wave equation of E. Schrödinger, usually written as

$$i\hbar \frac{\partial}{\partial t} \psi(x', t) = -\left(\frac{\hbar^2}{2m}\right) \nabla^2 \psi(x', t) + V(x')\psi(x', t). \quad (2.4.8)$$

The quantum mechanics based on wave equation (2.4.8) is known as wave mechanics. This equation is, in fact, the starting point of many textbooks on quantum mechanics. In our formalism, however, this is just the Schrödinger equation for a state ket written explicitly in the $x$-basis when the Hamiltonian operator is taken to be (2.4.2).
The Time-Independent Wave Equation

We now derive the partial differential equation satisfied by energy eigenfunctions. We showed in Section 2.1 that the time dependence of a stationary state is given by \( \exp(-iE_a't/\hbar) \). This enables us to write its wave function as

\[
\langle x'|a'; t_0; t \rangle = \langle x'|a' \rangle \exp \left( -\frac{iE_a't}{\hbar} \right),
\]

(2.4.9)

where it is understood that initially the system is prepared in a simultaneous eigenstate of \( A \) and \( H \) with eigenvalues \( a' \) and \( E_a' \), respectively. Let us now substitute (2.4.9) into the time-dependent Schrödinger equation (2.4.7). We are then led to

\[
-\left( \frac{\hbar^2}{2m} \right) \nabla^2 \langle x'|a' \rangle + V(x') \langle x'|a' \rangle = E_a' \langle x'|a' \rangle.
\]

(2.4.10)

This partial differential equation is satisfied by the energy eigenfunction \( \langle x'|a' \rangle \) with energy eigenvalue \( E_a' \). Actually, in wave mechanics where the Hamiltonian operator is given as a function of \( x \) and \( p \), as in (2.4.2), it is not necessary to refer explicitly to observable \( A \) that commutes with \( H \) because we can always choose \( A \) to be that function of the observables \( x \) and \( p \) which coincides with \( H \) itself. We may therefore omit reference to \( a' \) and simply write (2.4.10) as the partial differential equation to be satisfied by the energy eigenfunction \( u_E(x') \):

\[
-\left( \frac{\hbar^2}{2m} \right) \nabla^2 u_E(x') + V(x') u_E(x') = E u_E(x').
\]

(2.4.11)

This is the **time-independent wave equation** of E. Schrödinger—announced in the first of four monumental papers, all written in the first half of 1926—that laid the foundations of wave mechanics. In the same paper he immediately applied (2.4.11) to derive the energy spectrum of the hydrogen atom.

To solve (2.4.11) some boundary condition has to be imposed. Suppose we seek a solution to (2.4.11) with

\[
E < \lim_{|x'| \to \infty} V(x'),
\]

(2.4.12)

where the inequality relation is to hold for \( |x'| \to \infty \) in any direction. The appropriate boundary condition to be used in this case is

\[
u_E(x') \to 0 \text{ as } |x'| \to \infty.
\]

(2.4.13)

Physically this means that the particle is bound or confined within a finite region of space. We know from the theory of partial differential equations
that (2.4.11) subject to boundary condition (2.4.13) allows nontrivial solutions only for a discrete set of values of $E$. It is in this sense that the time-independent Schrödinger equation (2.4.11) yields the quantization of energy levels.* Once the partial differential equation (2.4.11) is written, the problem of finding the energy levels of microscopic physical systems is as straightforward as that of finding the characteristic frequencies of vibrating strings or membranes. In both cases we solve boundary-value problems in mathematical physics.

A short digression on the history of quantum mechanics is in order here. The fact that exactly soluble eigenvalue problems in the theory of partial differential equations can also be treated using matrix methods was already known to mathematicians in the first quarter of the twentieth century. Furthermore, theoretical physicists like M. Born frequently consulted great mathematicians of the day—D. Hilbert and H. Weyl, in particular. Yet when matrix mechanics was born in the summer of 1925, it did not immediately occur to the theoretical physicists or to the mathematicians to reformulate it using the language of partial differential equations. Six months after Heisenberg’s pioneering paper, wave mechanics was proposed by Schrödinger. However, a close inspection of his papers shows that he was not at all influenced by the earlier works of Heisenberg, Born, and Jordan. Instead, the train of reasoning that led Schrödinger to formulate wave mechanics has its roots in W. R. Hamilton’s analogy between optics and mechanics, on which we will comment later, and the particle-wave hypothesis of L. de Broglie. Once wave mechanics was formulated, many people, including Schrödinger himself, showed the equivalence between wave mechanics and matrix mechanics.

It is assumed that the reader of this book has some experience in solving the time-dependent and time-independent wave equations. He or she should be familiar with the time evolution of a Gaussian wave packet in a force-free region; should be able to solve one-dimensional transmission-reflection problems involving a rectangular potential barrier, and the like; should have seen derived some simple solutions of the time-independent wave equation—a particle in a box, a particle in a square well, the simple harmonic oscillator, the hydrogen atom, and so on—and should also be familiar with some general properties of the energy eigenfunctions and energy eigenvalues, such as (1) the fact that the energy levels exhibit a discrete or continuous spectrum depending on whether or not (2.4.12) is satisfied and (2) the property that the energy eigenfunction in one dimension is sinusoidal or damped depending on whether $E - V(x')$ is positive or negative. In this book we will not cover these topics. A brief summary of elementary solutions to Schrödinger’s equations is presented in Appendix A.

---

*Schrödinger's paper that announced (2.4.11) is appropriately entitled Quantisierung als Eigenwertproblem (Quantization as an Eigenvalue Problem).
Interpretations of the Wave Function

We now turn to discussions of the physical interpretations of the wave function. In Section 1.7 we commented on the probabilistic interpretation of $|\psi|^2$ that follows from the fact that $\langle x'|\alpha, t_0; t \rangle$ is to be regarded as an expansion coefficient of $|\alpha, t_0; t \rangle$ in terms of the position eigenkets $\{|x'\rangle\}$. The quantity $\rho(x', t)$ defined by

$$\rho(x', t) = |\psi(x', t)|^2 = |\langle x'|\alpha, t_0; t \rangle|^2$$

is therefore regarded as the probability density in wave mechanics. Specifically, when we use a detector that ascertains the presence of the particle within a small volume element $d^3x'$ around $x'$, the probability of recording a positive result at time $t$ is given by $\rho(x', t) d^3x'$.

In the remainder of this section we use $x$ for $x'$ because the position operator will not appear. Using Schrödinger's time-dependent wave equation, it is straightforward to derive the continuity equation

$$\frac{\partial \rho}{\partial t} + \nabla \cdot j = 0,$$

where $\rho(x, t)$ stands for $|\psi|^2$ as before, and $j(x, t)$, known as the probability flux, is given by

$$j(x, t) = -\left(\frac{\hbar}{2m}\right)[\psi^* \nabla \psi - (\nabla \psi^*) \psi]$$

$$= \left(\frac{\hbar}{m}\right) \text{Im}(\psi^* \nabla \psi).$$

(2.4.16)

The reality of the potential $V$ (or the Hermiticity of the $V$ operator) has played a crucial role in our obtaining this result. Conversely, a complex potential can phenomenologically account for the disappearance of a particle; such a potential is often used for nuclear reactions where incident particles get absorbed by nuclei.

We may intuitively expect that the probability flux $j$ is related to momentum. This is indeed the case for $j$ integrated over all space. From (2.4.16) we obtain

$$\int d^3x \ j(x, t) = \frac{\langle p \rangle_t}{m},$$

(2.4.17)

where $\langle p \rangle_t$ is the expectation value of the momentum operator at time $t$.

Equation (2.4.15) is reminiscent of the continuity equation in fluid dynamics that characterizes a hydrodynamic flow of a fluid in a source-free, sink-free region. Indeed, historically Schrödinger was first led to interpret $|\psi|^2$ as the actual matter density, or $e|\psi|^2$ as the actual electric charge density. If we adopt such a view, we are led to face some bizarre consequences.
A typical argument for a position measurement might go as follows. An atomic electron is to be regarded as a continuous distribution of matter filling up a finite region of space around the nucleus; yet, when a measurement is made to make sure that the electron is at some particular point, this continuous distribution of matter suddenly shrinks to a pointlike particle with no spatial extension. The more satisfactory statistical interpretation of $|\psi|^2$ as the probability density was first given by M. Born.

To understand the physical significance of the wave function, let us write it as

$$\psi(x, t) = \sqrt{\rho(x, t)} \exp \left[ \frac{iS(x, t)}{\hbar} \right], \quad (2.4.18)$$

with $S$ real and $\rho > 0$, which can always be done for any complex function of $x$ and $t$. The meaning of $\rho$ has already been given. What is the physical interpretation of $S$? Noting

$$\psi^* \nabla \psi = \sqrt{\rho} \nabla (\sqrt{\rho}) + \left( \frac{i}{\hbar} \right) \rho \nabla S, \quad (2.4.19)$$

we can write the probability flux as [see (2.4.16)]

$$j = \frac{\rho \nabla S}{m}. \quad (2.4.20)$$

We now see that there is more to the wave function than the fact that $|\psi|^2$ is the probability density; the gradient of the phase $S$ contains a vital piece of information. From (2.4.20) we see that the spatial variation of the phase of the wave function characterizes the probability flux; the stronger the phase variation, the more intense the flux. The direction of $j$ at some point $x$ is seen to be normal to the surface of a constant phase that goes through that point. In the particularly simple example of a plane wave (a momentum eigenfunction)

$$\psi(x, t) \propto \exp \left( \frac{i \mathbf{p} \cdot \mathbf{x}}{\hbar} - \frac{iEt}{\hbar} \right), \quad (2.4.21)$$

where $\mathbf{p}$ stands for the eigenvalue of the momentum operator. All this is evident because

$$\nabla S = \mathbf{p}. \quad (2.4.22)$$

More generally, it is tempting to regard $\nabla S/m$ as some kind of "velocity,"

$$\mathbf{v} = \frac{\nabla S}{m}, \quad (2.4.23)$$

and to write the continuity equation (2.4.15) as

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0, \quad (2.4.24)$$

just as in fluid dynamics. However, we would like to caution the reader
against a too literal interpretation of $j$ as $\rho$ times the velocity defined at every point in space, because a simultaneous precision measurement of position and velocity would necessarily violate the uncertainty principle.

**The Classical Limit**

We now discuss the classical limit of wave mechanics. First, we substitute $\psi$ written in form (2.4.18) into both sides of the time-dependent wave equation. Straightforward differentiations lead to

$$\begin{align*}
-\left( \frac{\hbar^2}{2m} \right) & \nabla^2 \sqrt{\rho} + \left( \frac{2i}{\hbar} \right) \left( \nabla \sqrt{\rho} \cdot (\nabla S) - \left( \frac{1}{\hbar^2} \right) \sqrt{\rho} \left| \nabla S \right|^2 + \left( \frac{i}{\hbar} \right) \sqrt{\rho} \nabla^2 S \right) + \sqrt{\rho} V \\
= \hbar i & \left[ \frac{\partial \sqrt{\rho}}{\partial t} + \left( \frac{i}{\hbar} \right) \sqrt{\rho} \frac{\partial S}{\partial t} \right].
\end{align*}$$

(2.4.25)

So far everything has been exact. Let us suppose now that $\hbar$ can, in some sense, be regarded as a small quantity. The precise physical meaning of this approximation, to which we will come back later, is not evident now, but let us assume

$$\hbar |\nabla^2 S| \ll |\nabla S|^2,$$

(2.4.26)

and so forth. We can then collect terms in (2.4.25) that do not explicitly contain $\hbar$ to obtain a nonlinear partial differential equation for $S$:

$$\begin{align*}
\frac{1}{2m} |\nabla S(x, t)|^2 + V(x) + \frac{\partial S(x, t)}{\partial t} = 0.
\end{align*}$$

(2.4.27)

We recognize this to be the **Hamilton-Jacobi equation** in classical mechanics, first written in 1836, where $S(x, t)$ stands for Hamilton’s principal function. So, not surprisingly, in the $\hbar \to 0$ limit, classical mechanics is contained in Schrödinger’s wave mechanics. We have a semiclassical interpretation of the phase of the wave function: $\hbar$ times the phase is equal to Hamilton’s principal function provided that $\hbar$ can be regarded as a small quantity.

Let us now look at a stationary state with time dependence $\exp(-iEt/\hbar)$. This time dependence is anticipated from the fact that for a classical system with a constant Hamiltonian, Hamilton’s principal function $S$ is separable:

$$S(x, t) = W(x) - Et,$$

(2.4.28)

where $W(x)$ is called Hamilton’s characteristic function (Goldstein 1980, 445–46). As time goes on, a surface of a constant $S$ advances in much the
same way as a surface of a constant phase in wave optics—a "wave front"—advances. The momentum in the classical Hamilton-Jacobi theory is given by

$$p_{\text{class}} = \nabla S = \nabla W,$$  \hspace{1cm} (2.4.29)

which is consistent with our earlier identification of $\nabla S/m$ with some kind of velocity. In classical mechanics the velocity vector is tangential to the particle trajectory, and as a result we can trace the trajectory by following continuously the direction of the velocity vector. The particle trajectory is like a ray in geometric optics because the $\nabla S$ that traces the trajectory is normal to the wave front defined by a constant $S$. In this sense geometrical optics is to wave optics what classical mechanics is to wave mechanics.

One might wonder, in hindsight, why this optical-mechanical analogy was not fully exploited in the nineteenth century. The reason is that there was no motivation for regarding Hamilton's principal function as the phase of some traveling wave; the wave nature of a material particle did not become apparent until the 1920s. Besides, the basic unit of action $\hbar$, which must enter into (2.4.18) for dimensional reasons, was missing in the physics of the nineteenth century.

**Semiclassical (WKB) Approximation**

Let us now restrict ourselves to one dimension and obtain an approximate stationary-state solution to Schrödinger's wave equation. This can easily be accomplished by noting that the corresponding solution of the classical Hamilton-Jacobi equation is

$$S(x, t) = W(x) - Et$$

$$= \pm \int_{x'}^{x} dx' \sqrt{2m[E - V(x')]} - Et.$$  \hspace{1cm} (2.4.30)

For a stationary state we must have

$$\frac{\partial \rho}{\partial t} = 0, \hspace{0.5cm} \text{(all } x\text{),}$$  \hspace{1cm} (2.4.31)

which, because of the continuity equation [see (2.4.24)]

$$\frac{\partial \rho}{\partial t} + \frac{1}{m} \frac{\partial}{\partial x} \left( \rho \frac{\partial S}{\partial x} \right) = 0$$  \hspace{1cm} (2.4.32)

implies

$$\rho \frac{dW}{dx} = \pm \rho \sqrt{2m[E - V(x)]} = \text{constant;}$$  \hspace{1cm} (2.4.33)

hence,

$$\sqrt{\rho} = \frac{\text{constant}}{[E - V(x)]^{1/4}} \propto \frac{1}{\sqrt{v_{\text{classical}}}}.$$  \hspace{1cm} (2.4.34)
This makes good sense because classically the probability for finding the particle at a given point should be inversely proportional to the velocity. Combining everything, we obtain an approximate solution:

\[
\psi(x, t) \approx \left( \frac{\text{constant}}{[E - V(x)]^{1/4}} \right) \times \exp \left[ \pm \left( \frac{i}{\hbar} \right) \int^x dx' \sqrt{2m[E - V(x')]} - \frac{iEt}{\hbar} \right]. \tag{2.4.35}
\]

This is known as the WKB solution, after G. Wentzel, A. Kramers, and L. Brillouin.*

Having obtained (2.4.35), let us return to the question of what we mean when we say that \( \hbar \) is small. Our derivation of the Hamilton-Jacobi equation from the Schrödinger equation rested on (2.4.26), which, in one-dimensional problems, is equivalent to

\[
\hbar \left| \frac{d^2W}{dx^2} \right| \ll \left| \frac{dW}{dx} \right|^2. \tag{2.4.36}
\]

In terms of the de Broglie wavelength divided by \( 2\pi \), this condition amounts to

\[
\frac{\hbar}{\sqrt{2m[E - V(x)]}} \ll \frac{2[E - V(x)]}{|dV/dx|}. \tag{2.4.37}
\]

In other words, \( \chi \) must be small compared with the characteristic distance over which the potential varies appreciably. Roughly speaking, the potential must be essentially constant over many wavelengths. Thus we see that the semiclassical picture is reliable in the short-wavelength limit.

Solution (2.4.35) has been derived for the classically allowed region where \( E - V(x) \) is positive. We now consider the classically forbidden region where \( E - V(x) \) is negative. The classical Hamilton-Jacobi theory does not make sense in this case, so our approximate solution (2.4.35), which is valid for \( E > V \), must therefore be modified. Fortunately an analogous solution exists in the \( E < V \) region; by direct substitution we can check that

\[
\psi(x, t) \approx \left( \frac{\text{constant}}{[V(x) - E]^{1/4}} \right) \exp \left[ \pm \left( \frac{1}{\hbar} \right) \int^x dx' \sqrt{2m[V(x') - E]} - \frac{iEt}{\hbar} \right]. \tag{2.4.38}
\]

*A similar technique was used earlier by H. Jeffreys; this solution is referred to as the JWKB solution in some English books.
satisfies the wave equation provided that $\frac{\hbar}{\sqrt{2m(V-E)}}$ is small compared with the characteristic distance over which the potential varies.

Neither (2.4.35) nor (2.4.38) makes sense near the classical turning point defined by the value of $x$ for which

$$V(x) = E \tag{2.4.39}$$

because $\lambda$ (or its purely imaginary analogue) becomes infinite at that point, leading to a violent violation of (2.4.37). In fact, it is a nontrivial task to match the two solutions across the classical turning point. The standard procedure is based on the following steps:

1. Make a linear approximation to the potential $V(x)$ near the turning point $x_0$, defined by the root of (2.4.39).
2. Solve the differential equation

$$\frac{d^2 u_E}{dx^2} - \left( \frac{2m}{\hbar^2} \right) \left( \frac{dV}{dx} \right)_{x = x_0} (x - x_0) u_E = 0 \tag{2.4.40}$$

exactly to obtain a third solution involving the Bessel function of order $\pm \frac{1}{3}$, valid near $x_0$.
3. Match this solution to the other two solutions by choosing appropriately various constants of integration.

We do not discuss these steps in detail, as they are discussed in many places (Schiff 1968, 268–76, for example). Instead, we content ourselves to present the results of such an analysis for a potential well, schematically shown in Figure 2.1, with two turning points, $x_1$ and $x_2$. The wave function must behave like (2.4.35) in region II and like (2.4.38) in regions I and III. The correct matching from region I into region II can be shown to be

![Schematic diagram for behavior of wave function $u_E(x)$ in potential well $V(x)$ with turning points $x_1$ and $x_2$.](image)

**FIGURE 2.1.** Schematic diagram for behavior of wave function $u_E(x)$ in potential well $V(x)$ with turning points $x_1$ and $x_2$. 
accomplished by choosing the integration constants in such a way that

\[
\left\{ \frac{1}{[V(x) - E]^{1/4}} \right\} \exp \left[ -\left( \frac{1}{\hbar} \right) \int_x^{x_1} dx' \sqrt{2m[V(x') - E]} \right] \\
\rightarrow \left\{ \frac{2}{[E - V(x)]^{1/4}} \right\} \cos \left[ \left( \frac{1}{\hbar} \right) \int_{x_1}^{x} dx' \sqrt{2m[E - V(x')]} - \frac{\pi}{4} \right].
\]

(2.4.41)

Likewise, from region III into region II we have

\[
\left\{ \frac{1}{[V(x) - E]^{1/4}} \right\} \exp \left[ -\left( \frac{1}{\hbar} \right) \int_{x_2}^{x} dx' \sqrt{2m[V(x') - E]} \right] \\
\rightarrow \left\{ \frac{2}{[E - V(x)]^{1/4}} \right\} \cos \left[ -\left( \frac{1}{\hbar} \right) \int_{x}^{x_2} dx' \sqrt{2m[E - V(x')]} + \frac{\pi}{4} \right].
\]

(2.4.42)

The uniqueness of the wave function in region II implies that the arguments of the cosine in (2.4.41) and (2.4.42) must differ at most by an integer multiple of \( \pi \) [not of \( 2\pi \), because the signs of both sides of (2.4.42) can be reversed]. In this way we obtain a very interesting consistency condition,

\[
\int_{x_1}^{x_2} dx \sqrt{2m[E - V(x)]} = (n + \frac{1}{2}) \pi \hbar \quad (n = 0, 1, 2, 3, \ldots).
\]

(2.4.43)

Apart from the difference between \( n + \frac{1}{2} \) and \( n \), this equation is simply the quantization condition of the old quantum theory due to A. Sommerfeld and W. Wilson, originally written in 1915 as

\[
\oint p \, dq = nh,
\]

(2.4.44)

where \( h \) is Planck's \( h \), not Dirac's \( \hbar \), and the integral is evaluated over one whole period of classical motion, from \( x_1 \) to \( x_2 \) and back.

Equation (2.4.43) can be used to obtain approximate expressions for the energy levels of a particle confined in a potential well. As an example, we consider the energy spectrum of a ball bouncing up and down over a

*A quick way to understand the appearance of \( \pi/4 \) in (2.4.41) is as follows. The correctly matched pair of solutions in region I and region II, of the form (2.4.38) and (2.4.35), respectively, must be related to each other by analytic continuation in a complex \( x \)-plane. An excursion into the complex \( x \)-plane enables us to change the sign of \( V(x) - E = (dV/dx)_{x=x_1}(x-x_1) \) without going through the dangerous region with \( x = x_1 \). We now observe that under such an analytic continuation, the \( 1/[V(x) - E]^{1/4} \) factor in (2.4.38) picks up a phase: \( [(dV/dx)_{x=x_1}(x-x_1)]^{1/4} \rightarrow [(dV/dx)_{x=x_1}(x_1-x)]^{1/4} e^{i\pi/4} \).
hard surface:

\[ V = \begin{cases} 
mgx, & \text{for } x > 0 \\
\infty, & \text{for } x < 0,
\end{cases} \quad (2.4.45) \]

where \( x \) stands for the height of the ball measured from the hard surface. One might be tempted to use (2.4.43) directly with

\[ x_1 = 0, \quad x_2 = \frac{E}{mg}, \quad (2.4.46) \]

which are the classical turning points of this problem. We note, however, that (2.4.43) was derived under the assumption that the WKB wave function “leaks into” the \( x < x_1 \) region, while in our problem the wave function must strictly vanish for \( x \leq x_1 = 0 \). A much more satisfactory approach to this problem is to consider the odd-parity solutions—guaranteed to vanish at \( x = 0 \)—of a modified problem defined by

\[ V(x) = mg|x| \quad (-\infty < x < \infty) \quad (2.4.47) \]

whose turning points are

\[ x_1 = -\frac{E}{mg}, \quad x_2 = \frac{E}{mg}. \quad (2.4.48) \]

The energy spectrum of the odd-parity states for this modified problem must clearly be the same as that of the original problem. The quantization condition then becomes

\[ \int_{-E/mg}^{E/mg} dx \sqrt{2m(E - mg|x|)} = (n_{\text{odd}} + \frac{1}{2})\pi \hbar, \quad (n_{\text{odd}} = 1, 3, 5, \ldots) \quad (2.4.49) \]

or, equivalently,

\[ \int_{0}^{E/mg} dx \sqrt{2m(E - mgx)} = (n - \frac{1}{4})\pi \hbar, \quad (n = 1, 2, 3, 4, \ldots). \quad (2.4.50) \]

This integral is elementary, and we obtain

\[ E_n = \left\{ \left[ \frac{3(n - \frac{1}{4})\pi}{2} \right]^{2/3} \right\} (mg^2\hbar^2)^{1/3} \quad (2.4.51) \]

for the quantized energy levels of the bouncing ball.

It is known that this problem is soluble analytically without any approximation. The energy eigenvalues turn out to be expressible in terms of the zeros of the Airy function

\[ Ai(-\lambda_n) = 0 \quad (2.4.52) \]
### Table 2.2: The Quantized Energies of a Bouncing Ball in Units of \((mg^2 h^2/2)^{1/3}\)

<table>
<thead>
<tr>
<th>(n)</th>
<th>WKB</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.320</td>
<td>2.338</td>
</tr>
<tr>
<td>2</td>
<td>4.082</td>
<td>4.088</td>
</tr>
<tr>
<td>3</td>
<td>5.517</td>
<td>5.521</td>
</tr>
<tr>
<td>4</td>
<td>6.784</td>
<td>6.787</td>
</tr>
<tr>
<td>5</td>
<td>7.942</td>
<td>7.944</td>
</tr>
<tr>
<td>6</td>
<td>9.021</td>
<td>9.023</td>
</tr>
<tr>
<td>7</td>
<td>10.039</td>
<td>10.040</td>
</tr>
<tr>
<td>8</td>
<td>11.008</td>
<td>11.009</td>
</tr>
<tr>
<td>9</td>
<td>11.935</td>
<td>11.936</td>
</tr>
<tr>
<td>10</td>
<td>12.828</td>
<td>12.829</td>
</tr>
</tbody>
</table>

as

\[
E_n = \left( \frac{\lambda n}{2^{1/3}} \right) \left( mg^2 h^2 \right)^{1/3}.
\] (2.4.53)

The two approaches are compared numerically in Table 2.2 for the first 10 energy levels. We see that agreement is excellent even for small values of \(n\) and essentially exact for \(n \approx 10\).

The quantum-theoretical treatment of a bouncing ball may appear to have little to do with the real world. It turns out, however, that a potential of type (2.4.45) is actually of practical interest in studying the energy spectrum of a quark-antiquark bound system, called quarkonium. To go from a bouncing ball to a quarkonium, the \(x\) in (2.4.45) is replaced by the quark-antiquark separation distance \(r\). The analogue of the downward gravitational force \(mg\) is a constant (that is, \(r\)-independent) force believed to be operative between a quark and an antiquark. This force is empirically estimated to be in the neighborhood of

\[
1 \text{ GeV/fm} \approx 1.6 \times 10^5 \text{ N},
\] (2.4.54)

which corresponds to about 16 tons. This contrasts with the gravitational force of 0.98 N on a ball of 0.1 kg.

## 2.5. Propagators and Feynman Path Integrals

### Propagators in Wave Mechanics

In Section 2.1 we showed how the most general time-evolution problem with a time-independent Hamiltonian can be solved once we expand the initial ket in terms of the eigenkets of an observable that
commutes with $H$. Let us translate this statement into the language of wave mechanics. We start with

$$
|\alpha, t_0; t\rangle = \exp\left[\frac{-iH(t-t_0)}{\hbar}\right]|\alpha, t_0\rangle
$$

$$
= \sum_{a'}|a'\rangle\langle a'|\alpha, t_0\rangle \exp\left[\frac{-iE_{a'}(t-t_0)}{\hbar}\right]. \tag{2.5.1}
$$

Multiplying both sides by $\langle x'|$ on the left, we have

$$
\langle x'|\alpha, t_0; t\rangle = \sum_{a'} \langle x'|a'\rangle\langle a'|\alpha, t_0\rangle \exp\left[\frac{-iE_{a'}(t-t_0)}{\hbar}\right], \tag{2.5.2}
$$

which is of the form

$$
\psi(x', t) = \sum_{a'} c_{a'}(t_0) u_{a'}(x') \exp\left[\frac{-iE_{a'}(t-t_0)}{\hbar}\right], \tag{2.5.3}
$$

with

$$
u_{a'}(x') = \langle x'|a'\rangle \tag{2.5.4}
$$

standing for the eigenfunction of operator $A$ with eigenvalue $a'$. Note also that

$$
\langle a'|\alpha, t_0\rangle = \int d^3x' \langle a'|x'\rangle \langle x'|\alpha, t_0\rangle, \tag{2.5.5}
$$

which we recognize as the usual rule in wave mechanics for getting the expansion coefficients of the initial state:

$$
c_{a'}(t_0) = \int d^3x' u_{a'}^\ast(x') \psi(x', t_0). \tag{2.5.6}
$$

All this should be straightforward and familiar. Now (2.5.2) together with (2.5.5) can also be visualized as some kind of integral operator acting on the initial wave function to yield the final wave function:

$$
\psi(x'', t) = \int d^3x' K(x'', t; x', t_0) \psi(x', t_0). \tag{2.5.7}
$$

Here the kernel of the integral operator, known as the propagator in wave mechanics, is given by

$$
K(x'', t; x', t_0) = \sum_{a'} \langle x''|a'\rangle \langle a'|x'\rangle \exp\left[\frac{-iE_{a'}(t-t_0)}{\hbar}\right]. \tag{2.5.8}
$$

In any given problem the propagator depends only on the potential and is independent of the initial wave function. It can be constructed once the energy eigenfunctions and their eigenvalues are given.

Clearly, the time evolution of the wave function is completely predicted if $K(x'', t; x', t_0)$ is known and $\psi(x', t_0)$ is given initially. In this
sense Schrödinger’s wave mechanics is a perfectly causal theory. The time
development of a wave function subjected to some potential is as “determin-
istic” as anything else in classical mechanics provided that the system is left
undisturbed. The only peculiar feature, if any, is that when a measurement
intervenes, the wave function changes abruptly, in an uncontrollable way,
into one of the eigenfunctions of the observable being measured.

There are two properties of the propagator worth recording here.
First, for \( t > t_0 \), \( K(x'', t; x', t_0) \) satisfies Schrödinger’s time-dependent wave
equation in the variables \( x'' \) and \( t \), with \( x' \) and \( t_0 \) fixed. This is evident from
(2.5.8) because \( \langle x''|a'\rangle \exp[-iE_a(t - t_0)/\hbar] \), being the wave function corre-
sponding to \( \Psi(t, t_0)|a'\rangle \), satisfies the wave equation. Second,
\[
\lim_{t \to t_0} K(x'', t; x', t_0) = \delta^3(x'' - x'),
\]
(2.5.9)
which is also obvious; as \( t \to t_0 \), because of the completeness of \( \{|a'\rangle\} \), sum
(2.5.8) just reduces to \( \langle x''|x'\rangle \).

Because of these two properties, the propagator (2.5.8), regarded as a
function of \( x'' \), is simply the wave function at \( t \) of a particle which was
localized precisely at \( x' \) at some earlier time \( t_0 \). Indeed, this interpretation
follows, perhaps more elegantly, from noting that (2.5.8) can also be written as
\[
K(x'', t; x', t_0) = \langle x''|\exp[-iH(t - t_0)/\hbar]|x'\rangle,
\]
(2.5.10)
where the time-evolution operator acting on \( |x'\rangle \) is just the state ket at \( t \) of a
system that was localized precisely at \( x' \) at time \( t_0 \) \( (< t) \). If we wish to solve
a more general problem where the initial wave function extends over a finite
region of space, all we have to do is multiply \( \Psi(x', t_0) \) by the propagator
\( K(x'', t; x', t_0) \) and integrate over all space (that is, over \( x' \)). In this manner
we can add the various contributions from different positions \( (x') \). This
situation is analogous to one in electrostatics; if we wish to find the
electrostatic potential due to a general charge distribution \( \rho(x') \), we first
solve the point-charge problem, multiply the point-charge solution with the
charge distribution, and integrate:
\[
\phi(x) = \int d^3x' \frac{\rho(x')}{|x - x'|}.
\]
(2.5.11)
The reader familiar with the theory of the Green’s functions must have
recognized by this time that the propagator is simply the Green’s function
for the time-dependent wave equation satisfying
\[
\left[-\left(\frac{\hbar^2}{2m}\right)\nabla''^2 + V(x'') - i\hbar \frac{\partial}{\partial t}\right] K(x'', t; x', t_0) = -i\hbar \delta^3(x'' - x') \delta(t - t_0)
\]
(2.5.12)
with the boundary condition
\[ K(x'', t; x', t_0) = 0, \quad \text{for } t < t_0. \] (2.5.13)

The delta function \( \delta(t - t_0) \) is needed on the right-hand side of (2.5.12) because \( K \) varies discontinuously at \( t = t_0 \).

The particular form of the propagator is, of course, dependent on the particular potential to which the particle is subjected. Consider, as an example, a free particle in one dimension. The obvious observable that commutes with \( H \) is momentum; \( |p'\rangle \) is a simultaneous eigenket of the operators \( p \) and \( H \):
\[ p |p'\rangle = p'|p'\rangle \quad H |p'\rangle = \left( \frac{p'^2}{2m} \right) |p'\rangle. \] (2.5.14)

The momentum eigenfunction is just the transformation function of Section 1.7 [see (1.7.32)] which is of the plane-wave form. Combining everything, we have
\[ K(x'', t; x', t_0) = \left( \frac{1}{2\pi\hbar} \right) \int_{-\infty}^{\infty} dp' \exp \left[ \frac{ip'(x'' - x')}{\hbar} - \frac{ip'^2(t - t_0)}{2m\hbar} \right]. \] (2.5.15)

The integral can be evaluated by completing the square in the exponent. Here we simply record the result:
\[ K(x'', t; x', t_0) = \sqrt{\frac{m}{2\pi i\hbar(t - t_0)}} \exp \left[ \frac{im(x'' - x')^2}{2\hbar(t - t_0)} \right]. \] (2.5.16)

This expression may be used, for example, to study how a Gaussian wave packet spreads out as a function of time.

For the simple harmonic oscillator, where the wave function of an energy eigenstate is given by
\[ u_n(x) \exp \left( -\frac{iE_nt}{\hbar} \right) = \left( \frac{1}{2^n/\sqrt{n!}} \right) \left( \frac{m\omega}{\pi\hbar} \right)^{1/4} \exp \left( -\frac{m\omega x^2}{2\hbar} \right) \times H_n \left( \sqrt{\frac{m\omega}{\hbar}} x \right) \exp \left[ -i\omega \left( n + \frac{1}{2} \right) t \right], \] (2.5.17)

the propagator is given by
\[ K(x'', t; x', t_0) = \sqrt{\frac{m\omega}{2\pi i\hbar \sin[\omega(t - t_0)]}} \exp \left[ \frac{im\omega}{2\hbar \sin[\omega(t - t_0)]} \right] \times \left\{ (x''^2 + x'^2) \cos[\omega(t - t_0)] - 2x''x' \right\}. \] (2.5.18)
One way to prove this is to use
\[
\left(\frac{1}{\sqrt{1-\xi^2}}\right)\exp\left[-\frac{(\xi^2 + \eta^2 - 2\xi\eta\xi)}{1-\xi^2}\right] = \exp[-(\xi^2 + \eta^2)] \sum_{n=0}^{\infty} \left(\frac{\xi^n}{2^n n!}\right) H_n(\xi) H_n(\eta), \tag{2.5.19}
\]
which is found in books on special functions (Morse and Feshbach 1953, 786). It can also be obtained using the \(a, a^\dagger\) operator method (Saxon 1968, 144–45) or, alternatively, the path-integral method to be described later. Notice that (2.5.18) is a periodic function of \(t\) with angular frequency \(\omega\), the classical oscillator frequency. This means, among other things, that a particle initially localized precisely at \(x'\) will return to its original position with certainty at \(2\pi/\omega\) (or \(4\pi/\omega\), and so forth) later.

Certain space and time integrals derivable from \(K(x'', t; x', t_0)\) are of considerable interest. Without loss of generality we set \(t_0 = 0\) in the following. The first integral we consider is obtained by setting \(x'' = x'\) and integrating over all space. We have
\[
G(t) = \int d^3x' K(x', t; x', 0)
= \int d^3x' \sum_{a'} |\langle x'|a'\rangle|^2 \exp\left(-\frac{iE_{a'}t}{\hbar}\right)
= \sum_{a'} \exp\left(-\frac{iE_{a'}t}{\hbar}\right). \tag{2.5.20}
\]
This result is anticipated; recalling (2.5.10), we observe that setting \(x' = x''\) and integrating are equivalent to taking the trace of the time-evolution operator in the \(x\)-representation. But the trace is independent of representations; it can be evaluated more readily using the \(\{|a'\}\) basis where the time-evolution operator is diagonal, which immediately leads to the last line of (2.5.20). Now we see that (2.5.20) is just the "sum over states," reminiscent of the partition function in statistical mechanics. In fact, if we analytically continue in the \(t\) variable and make \(t\) purely imaginary, with \(\beta\) defined by
\[
\beta = \frac{it}{\hbar}, \tag{2.5.21}
\]
real and positive, we can identify (2.5.20) with the partition function itself:
\[
Z = \sum_{a'} \exp(-\beta E_{a'}). \tag{2.5.22}
\]
For this reason some of the techniques encountered in studying propagators in quantum mechanics are also useful in statistical mechanics.
Next, let us consider the Laplace-Fourier transform of \( G(t) \):

\[
\hat{G}(E) = -i \int_0^\infty dt G(t) \exp(iEt/\hbar)/\hbar
\]

\[
= -i \int_0^\infty dt \sum_{a'} \exp(-iE_{a'} t/\hbar) \exp(iEt/\hbar)/\hbar.
\]  \hspace{1cm} (2.5.23)

The integrand here oscillates indefinitely. But we can make the integral meaningful by letting \( E \) acquire a small positive imaginary part:

\[
E \rightarrow E + i\epsilon.
\]  \hspace{1cm} (2.5.24)

We then obtain, in the limit \( \epsilon \rightarrow 0 \),

\[
\hat{G}(E) = \sum_{a'} \frac{1}{E - E_{a'}}.
\]  \hspace{1cm} (2.5.25)

Observe now that the complete energy spectrum is exhibited as simple poles of \( \hat{G}(E) \) in the complex \( E \)-plane. If we wish to know the energy spectrum of a physical system, it is sufficient to study the analytic properties of \( \hat{G}(E) \).

\textbf{Propagator as a Transition Amplitude}

To gain further insight into the physical meaning of the propagator, we wish to relate it to the concept of transition amplitudes introduced in Section 2.2. But first, recall that the wave function which is the inner product of the fixed position bra \( \langle x' | \) with the moving state ket \( | \alpha, t_0; t \rangle \) can also be regarded as the inner product of the Heisenberg-picture position bra \( \langle x', t | \), which moves “oppositely” with time, with the Heisenberg-picture state ket \( | \alpha, t_0 \rangle \), which is fixed in time. Likewise, the propagator can also be written as

\[
K(x'', t; x', t_0) = \sum_{a'} \langle x'' | a' \rangle \langle a' | x' \rangle \exp \left[ -\frac{iE_{a'}(t - t_0)}{\hbar} \right]
\]

\[
= \sum_{a'} \langle x'' | \exp \left( -\frac{iHt}{\hbar} \right) | a' \rangle \langle a' | \exp \left( \frac{iHt_0}{\hbar} \right) | x' \rangle
\]

\[
= \langle x'', t | x', t_0 \rangle,
\]  \hspace{1cm} (2.5.26)

where \( | x', t_0 \rangle \) and \( \langle x'', t | \) are to be understood as an eigenket and an eigenbra of the position operator in the Heisenberg picture. In Section 2.1 we showed that \( \langle b', t | a' \rangle \), in the Heisenberg-picture notation, is the probability amplitude for a system originally prepared to be an eigenstate of \( A \) with eigenvalue \( a' \) at some initial time \( t_0 = 0 \) to be found at a later time \( t \) in an eigenstate of \( B \) with eigenvalue \( b' \), and we called it the transition amplitude for going from state \( | a' \rangle \) to state \( | b' \rangle \). Because there is nothing special about the choice of \( t_0 \)—only the time difference \( t - t_0 \) is
relevant—we can identify \( \langle x'', t|x', t_0 \rangle \) as the probability amplitude for the particle prepared at \( t_0 \) with position eigenvalue \( x' \) to be found at a later time \( t \) at \( x'' \). Roughly speaking, \( \langle x'', t|x', t_0 \rangle \) is the amplitude for the particle to go from a space-time point \((x', t_0)\) to another space-time point \((x'', t)\), so the term transition amplitude for this expression is quite appropriate. This interpretation is, of course, in complete accord with the interpretation we gave earlier for \( K(x'', t; x', t_0) \).

Yet another way to interpret \( \langle x'', t|x', t_0 \rangle \) is as follows. As we emphasized earlier, \( |x', t_0 \rangle \) is the position eigenket at \( t_0 \) with the eigenvalue \( x' \) in the Heisenberg picture. Because at any given time the Heisenberg-picture eigenkets of an observable can be chosen as base kets, we can regard \( \langle x'', t|x', t_0 \rangle \) as the transformation function that connects the two sets of base kets at different times. So in the Heisenberg picture, time evolution can be viewed as a unitary transformation, in the sense of changing bases, that connects one set of base kets formed by \( \{ |x', t_0 \rangle \} \) to another formed by \( \{ |x'', t \rangle \} \). This is reminiscent of classical physics, in which the time development of a classical dynamic variable such as \( x(t) \) is viewed as a canonical (or contact) transformation generated by the classical Hamiltonian (Goldstein 1980, 407–8).

It turns out to be convenient to use a notation that treats the space and time coordinates more symmetrically. To this end we write \( \langle x'', t''|x', t' \rangle \) in place of \( \langle x'', t|x', t_0 \rangle \). Because at any given time the position kets in the Heisenberg picture form a complete set, it is legitimate to insert the identity operator written as

\[
\int d^3x''|x'', t''\rangle\langle x'', t''| = 1
\]  

(2.5.27)

at any place we desire. For example, consider the time evolution from \( t' \) to \( t''' \); by dividing the time interval \((t', t''')\) into two parts, \((t', t'')\) and \((t'', t''')\), we have

\[
\langle x''', t'''|x', t' \rangle = \int d^3x''\langle x''', t''|x'', t''\rangle\langle x'', t''|x', t' \rangle,
\]

\[ (t'' > t'' > t') \]  

(2.5.28)

We call this the composition property of the transition amplitude.* Clearly, we can divide the time interval into as many smaller subintervals as we wish. We have

\[
\langle x''''', t''''|x', t' \rangle = \int d^3x''''\int d^3x''\langle x''''', t''''|x''', t'''\rangle\langle x''', t''''|x'', t''\rangle
\]

\[
\times \langle x'', t''|x', t' \rangle, \quad (t'''' > t'''' > t'' > t'),
\]  

(2.5.29)

---

*The analogue of (2.5.28) in probability theory is known as the Chapman-Kolmogoroff equation, and in diffusion theory, the Smoluchowsky equation.
and so on. If we somehow guess the form of $\langle x''', t''|x', t' \rangle$ for an infinitesimal time interval (between $t'$ and $t'' = t' + dt$), we should be able to obtain the amplitude $\langle x''', t''|x', t' \rangle$ for a finite time interval by compounding the appropriate transition amplitudes for infinitesimal time intervals in a manner analogous to (2.5.29). This kind of reasoning leads to an independent formulation of quantum mechanics due to R. P. Feynman, published in 1948, to which we now turn our attention.

Path Integrals as the Sum Over Paths

Without loss of generality we restrict ourselves to one-dimensional problems. Also, we avoid awkward expressions like

$$x'''' \cdots x'''$$

$N$ times

by using notation such as $x_N$. With this notation we consider the transition amplitude for a particle going from the initial space-time point $(x_1, t_1)$ to the final space-time point $(x_N, t_N)$. The entire time interval between $t_1$ and $t_N$ is divided into $N - 1$ equal parts:

$$t_f - t_{f-1} = \Delta t = \frac{(t_N - t_1)}{(N - 1)}. \quad (2.5.30)$$

Exploiting the composition property, we obtain

$$\langle x_N, t_N|x_1, t_1 \rangle = \int dx_{N-1} \int dx_{N-2} \cdots \int dx_2 \langle x_N, t_N|x_{N-1}, t_{N-1} \rangle$$

$$\times \langle x_{N-1}, t_{N-1}|x_{N-2}, t_{N-2} \rangle \cdots \langle x_2, t_2|x_1, t_1 \rangle. \quad (2.5.31)$$

To visualize this pictorially, we consider a space-time plane, as shown in Figure 2.2. The initial and final space-time points are fixed to be $(x_1, t_1)$ and $(x_N, t_N)$, respectively. For each time segment, say between $t_{n-1}$ and $t_n$, we are instructed to consider the transition amplitude to go from $(x_{n-1}, t_{n-1})$ to $(x_n, t_n)$; we then integrate over $x_2, x_3, \ldots, x_{N-1}$. This means that we must sum over all possible paths in the space-time plane with the end points fixed.

Before proceeding further, it is profitable to review here how paths appear in classical mechanics. Suppose we have a particle subjected to a force field derivable from a potential $V(x)$. The classical Lagrangian is written as

$$L_{\text{classical}}(x, \dot{x}) = \frac{m\dot{x}^2}{2} - V(x). \quad (2.5.32)$$

Given this Lagrangian with the end points $(x_1, t_1)$ and $(x_N, t_N)$ specified, we do not consider just any path joining $(x_1, t_1)$ and $(x_N, t_N)$ in classical mechanics. On the contrary, there exists a unique path that corresponds to
the actual motion of the classical particle. For example, given

$$V(x) = mgx, \quad (x_1, t_1) = (h, 0), \quad (x_N, t_N) = \left(0, \sqrt{\frac{2h}{g}}\right),$$

(2.5.33)

where $h$ may stand for the height of the Leaning Tower of Pisa, the classical path in the $xt$-plane can only be

$$x = h - \frac{gt^2}{2}. \quad (2.5.34)$$

More generally, according to Hamilton’s principle, the unique path is that which minimizes the action, defined as the time integral of the classical Lagrangian:

$$\delta \int_{t_1}^{t_2} dt L_{\text{classical}}(x, \dot{x}) = 0, \quad (2.5.35)$$

from which Lagrange’s equation of motion can be obtained.

**Feynman’s Formulation**

The basic difference between classical mechanics and quantum mechanics should now be apparent. In classical mechanics a definite path in the $xt$-plane is associated with the particle’s motion; in contrast, in quantum mechanics all possible paths must play roles including those which do not bear any resemblance to the classical path. Yet we must somehow be able to reproduce classical mechanics in a smooth manner in the limit $\hbar \to 0$. How are we to accomplish this?
As a young graduate student at Princeton University, R. P. Feynman tried to attack this problem. In looking for a possible clue, he was said to be intrigued by a mysterious remark in Dirac's book which, in our notation, amounts to the following statement:

\[
\exp\left[ i \int_{t_1}^{t_2} \frac{dt L_{\text{classical}}(x, \dot{x})}{\hbar} \right] \ \text{corresponds to} \ \langle x_2, t_2 | x_1, t_1 \rangle.
\]

Feynman attempted to make sense out of this remark. Is “corresponds to” the same thing as “is equal to” or “is proportional to”? In so doing he was led to formulate a space-time approach to quantum mechanics based on path integrals.

In Feynman’s formulation the classical action plays a very important role. For compactness, we introduce a new notation:

\[
S(n, n-1) \equiv \int_{t_{n-1}}^{t_n} dt L_{\text{classical}}(x, \dot{x}).
\]  

(2.5.36)

Because \( L_{\text{classical}} \) is a function of \( x \) and \( \dot{x} \), \( S(n, n-1) \) is defined only after a definite path is specified along which the integration is to be carried out. So even though the path dependence is not explicit in this notation, it is understood that we are considering a particular path in evaluating the integral. Imagine now that we are following some prescribed path. We concentrate our attention on a small segment along that path, say between \((x_{n-1}, t_{n-1})\) and \((x_n, t_n)\). According to Dirac, we are instructed to associate \( \exp[iS(n, n-1)/\hbar] \) with that segment. Going along the definite path we are set to follow, we successively multiply expressions of this type to obtain

\[
\prod_{n=2}^{N} \exp\left[ \frac{iS(n, n-1)}{\hbar} \right] = \exp\left[ \frac{i}{\hbar} \sum_{n=2}^{N} S(n, n-1) \right] = \exp\left[ \frac{iS(N, 1)}{\hbar} \right].
\]

(2.5.37)

This does not yet give \( \langle x_N, t_N | x_1, t_1 \rangle \); rather, this equation is the contribution to \( \langle x_N, t_N | x_1, t_1 \rangle \) arising from the particular path we have considered. We must still integrate over \( x_2, x_3, \ldots, x_{N-1} \). At the same time, exploiting the composition property, we let the time interval between \( t_{n-1} \) and \( t_n \) be infinitesimally small. Thus our candidate expression for \( \langle x_N, t_N | x_1, t_1 \rangle \) may be written, in some loose sense, as

\[
\langle x_N, t_N | x_1, t_1 \rangle \sim \sum_{\text{all paths}} \exp\left[ \frac{iS(N, 1)}{\hbar} \right],
\]

(2.5.38)

where the sum is to be taken over an innumerable infinite set of paths!

Before presenting a more precise formulation, let us see whether considerations along this line make sense in the classical limit. As \( \hbar \to 0 \), the exponential in (2.5.38) oscillates very violently, so there is a tendency for cancellation among various contributions from neighboring paths. This is
because \( \exp[iS/h] \) for some definite path and \( \exp[iS/h] \) for a slightly different path have very different phases because of the smallness of \( h \). So most paths do not contribute when \( h \) is regarded as a small quantity. However, there is an important exception.

Suppose that we consider a path that satisfies

\[
\delta S(N, 1) = 0, \quad (2.5.39)
\]

where the change in \( S \) is due to a slight deformation of the path with the end points fixed. This is precisely the classical path by virtue of Hamilton's principle. We denote the \( S \) that satisfies (2.5.39) by \( S_{\text{min}} \). We now attempt to deform the path a little bit from the classical path. The resulting \( S \) is still equal to \( S_{\text{min}} \) to first order in deformation. This means that the phase of \( \exp[iS/h] \) does not vary very much as we deviate slightly from the classical path even if \( h \) is small. As a result, as long as we stay near the classical path, constructive interference between neighboring paths is possible. In the \( h \to 0 \) limit, the major contributions must then arise from a very narrow strip (or a tube in higher dimensions) containing the classical path, as shown in Figure 2.3. Our (or Feynman's) guess based on Dirac's mysterious remark makes good sense because the classical path gets singled out in the \( h \to 0 \) limit.

To formulate Feynman's conjecture more precisely, let us go back to \( \langle x_n, t_n | x_{n-1}, t_{n-1} \rangle \), where the time difference \( t_n - t_{n-1} \) is assumed to be infinitesimally small. We write

\[
\langle x_n, t_n | x_{n-1}, t_{n-1} \rangle = \left[ \frac{1}{w(\Delta t)} \right] \exp \left[ \frac{iS(n, n-1)}{h} \right], \quad (2.5.40)
\]

where we evaluate \( S(n, n-1) \) in a moment in the \( \Delta t \to 0 \) limit. Notice that we have inserted a weight factor, \( 1/w(\Delta t) \), which is assumed to depend only on the time interval \( t_n - t_{n-1} \) and not on \( V(x) \). That such a factor is needed is clear from dimensional considerations; according to the way we

\[ \text{FIGURE 2.3. Paths important in the } h \to 0 \text{ limit.} \]
normalized our position eigenkets, \( \langle x_n, t_n | x_{n-1}, t_{n-1} \rangle \) must have the dimension of 1/length.

We now look at the exponential in (2.5.40). Our task is to evaluate the \( \Delta t \to 0 \) limit of \( S(n, n - 1) \). Because the time interval is so small, it is legitimate to make a straight-line approximation to the path joining \( (x_{n-1}, t_{n-1}) \) and \( (x_n, t_n) \) as follows:

\[
S(n, n - 1) = \int_{t_{n-1}}^{t_n} dt \left[ \frac{m \dot{x}^2}{2} - V(x) \right] = \Delta t \left( \frac{m}{2} \right) \frac{(x_n - x_{n-1})}{\Delta t}^2 - V\left( \frac{(x_n + x_{n-1})}{2} \right).
\]

(2.5.41)

As an example, we consider specifically the free-particle case, \( V = 0 \). Equation (2.5.40) now becomes

\[
\langle x_n, t_n | x_{n-1}, t_{n-1} \rangle = \left[ \frac{1}{w(\Delta t)} \right] \exp\left[ \frac{im(x_n - x_{n-1})^2}{2\hbar \Delta t} \right].
\]

(2.5.42)

We see that the exponent appearing here is completely identical to the one in the expression for the free-particle propagator (2.5.16). The reader may work out a similar comparison for the simple harmonic oscillator.

We remarked earlier that the weight factor \( 1/w(\Delta t) \) appearing in (2.5.40) is assumed to be independent of \( V(x) \), so we may as well evaluate it for the free particle. Noting the orthonormality, in the sense of \( \delta \)-function, of Heisenberg-picture position eigenkets at equal times,

\[
\langle x_n, t_n | x_{n-1}, t_{n-1} \rangle \big|_{t_n = t_{n-1}} = \delta(x_n - x_{n-1}),
\]

(2.5.43)

we obtain

\[
\frac{1}{w(\Delta t)} = \sqrt{\frac{m}{2\pi \hbar \Delta t}},
\]

(2.5.44)

where we have used

\[
\int_{-\infty}^{\infty} d\xi \exp\left( \frac{im\xi^2}{2\hbar \Delta t} \right) = \sqrt{\frac{2\pi \hbar \Delta t}{m}}
\]

(2.5.45a)

and

\[
\lim_{\Delta t \to 0} \sqrt{\frac{m}{2\pi \hbar \Delta t}} \exp\left( \frac{im\xi^2}{2\hbar \Delta t} \right) = \delta(\xi).
\]

(2.5.45b)

This weight factor is, of course, anticipated from the expression for the free-particle propagator (2.5.16).

To summarize, as \( \Delta t \to 0 \), we are led to

\[
\langle x_n, t_n | x_{n-1}, t_{n-1} \rangle = \sqrt{\frac{m}{2\pi \hbar \Delta t}} \exp\left[ \frac{iS(n, n - 1)}{\hbar} \right].
\]

(2.5.46)
The final expression for the transition amplitude with \( t_N - t_1 \) finite is

\[
\langle x_N, t_N | x_1, t_1 \rangle = \lim_{N \to \infty} \left( \frac{m}{2 \pi i \hbar \Delta t} \right)^{(N-1)/2} \times \int dx_{N-1} \int dx_{N-2} \cdots \int dx_2 \prod_{n=2}^{N} \exp \left[ \frac{iS(n, n-1)}{\hbar} \right],
\]

(2.5.47)

where the \( N \to \infty \) limit is taken with \( x_N \) and \( t_N \) fixed. It is customary here to define a new kind of multidimensional (in fact, infinite-dimensional) integral operator

\[
\int_{x_1}^{x_N} \mathcal{D} [x(t)] \equiv \lim_{N \to \infty} \left( \frac{m}{2 \pi i \hbar \Delta t} \right)^{(N-1)/2} \int dx_{N-1} \int dx_{N-2} \cdots \int dx_2
\]

(2.5.48)

and write (2.5.47) as

\[
\langle x_N, t_N | x_1, t_1 \rangle = \int_{x_1}^{x_N} \mathcal{D} [x(t)] \exp \left[ i \int_{t_1}^{t_N} dt \frac{L_{\text{classical}}(x, \dot{x})}{\hbar} \right].
\]

(2.5.49)

This expression is known as Feynman’s path integral. Its meaning as the sum over all possible paths should be apparent from (2.5.47).

Our steps leading to (2.5.49) are not meant to be a derivation. Rather, we (or Feynman) have attempted a new formulation of quantum mechanics based on the concept of paths, motivated by Dirac’s mysterious remark. The only ideas we borrowed from the conventional form of quantum mechanics are (1) the superposition principle (used in summing the contributions from various alternate paths), (2) the composition property of the transition amplitude, and (3) classical correspondence in the \( \hbar \to 0 \) limit.

Even though we obtained the same result as the conventional theory for the free-particle case, it is now obvious, from what we have done so far, that Feynman’s formulation is completely equivalent to Schrödinger’s wave mechanics. We conclude this section by proving that Feynman’s expression for \( \langle x_N, t_N | x_1, t_1 \rangle \) indeed satisfies Schrödinger’s time-dependent wave equation in the variables \( x_N, t_N \), just as the propagator defined by (2.5.8).

We start with

\[
\langle x_N, t_N | x_1, t_1 \rangle = \int dx_{N-1} \langle x_N, t_N | x_{N-1}, t_{N-1} \rangle \langle x_{N-1}, t_{N-1} | x_1, t_1 \rangle
\]

\[
= \int_{-\infty}^{\infty} dx_{N-1} \sqrt{\frac{m}{2 \pi i \hbar \Delta t}} \exp \left[ \frac{im}{2\hbar} \left( \frac{x_N - x_{N-1}}{\Delta t} \right)^2 - \frac{iV\Delta t}{\hbar} \right] \times \langle x_{N-1}, t_{N-1} | x_1, t_1 \rangle,
\]

(2.5.50)
where we have assumed $t_N - t_{N-1}$ to be infinitesimal. Introducing
\[ \xi = x_N - x_{N-1} \]  
and letting $x_N \to x$ and $t_N \to t + \Delta t$, we obtain
\[ \langle x, t + \Delta t | x_1, t_1 \rangle = \sqrt{\frac{m}{2 \pi i \hbar \Delta t}} \int_{-\infty}^{\infty} d\xi \exp\left( \frac{im\xi^2}{2\hbar \Delta t} - \frac{iV\Delta t}{\hbar} \right) \langle x - \xi, t|x_1, t_1 \rangle. \]
(2.5.52)

As is evident from (2.5.45b), in the limit $\Delta t \to 0$, the major contribution to this integral comes from the $\xi \approx 0$ region. It is therefore legitimate to expand $\langle x - \xi, t|x_1, t_1 \rangle$ in powers of $\xi$. We also expand $\langle x, t + \Delta t|x_1, t_1 \rangle$ and $\exp(-iV\Delta t/\hbar)$ in powers of $\Delta t$, so
\[ \langle x, t|x_1, t_1 \rangle + \Delta t \frac{\partial}{\partial t} \langle x, t|x_1, t_1 \rangle \]
\[ = \sqrt{\frac{m}{2 \pi i \hbar \Delta t}} \int_{-\infty}^{\infty} d\xi \exp\left( \frac{im\xi^2}{2\hbar \Delta t} \right) \left( 1 - \frac{iV\Delta t}{\hbar} + \cdots \right) \]
\[ \times \left[ \langle x, t|x_1, t_1 \rangle + \left( \frac{\xi^2}{2} \right) \frac{\partial^2}{\partial x^2} \langle x, t|x_1, t_1 \rangle + \cdots \right], \]
(2.5.53)

where we have dropped a term linear in $\xi$ because it vanishes when integrated with respect to $\xi$. The $\langle x, t|x_1, t_1 \rangle$ term on the left-hand side just matches the leading term on the right-hand side because of (2.5.45a). Collecting terms first order in $\Delta t$, we obtain
\[ \Delta t \frac{\partial}{\partial t} \langle x, t|x_1, t_1 \rangle = \left( \sqrt{\frac{m}{2 \pi i \hbar \Delta t}} \right) \left( \sqrt{2\pi} \right) \left( \frac{i\hbar \Delta t}{m} \right)^{3/2} \frac{1}{2} \frac{\partial^2}{\partial x^2} \langle x, t|x_1, t_1 \rangle \]
\[ - \left( \frac{i}{\hbar} \right) \Delta t V \langle x, t|x_1, t_1 \rangle, \]
(2.5.54)

where we have used
\[ \int_{-\infty}^{\infty} d\xi \xi^2 \exp\left( \frac{im\xi^2}{2\hbar \Delta t} \right) = \sqrt{2\pi} \left( \frac{i\hbar \Delta t}{m} \right)^{3/2}, \]
(2.5.55)

obtained by differentiating (2.5.45a) with respect to $\Delta t$. In this manner we see that $\langle x, t|x_1, t_1 \rangle$ satisfies Schrödinger’s time-dependent wave equation:
\[ i\hbar \frac{\partial}{\partial t} \langle x, t|x_1, t_1 \rangle = - \left( \frac{\hbar^2}{2m} \right) \frac{\partial^2}{\partial x^2} \langle x, t|x_1, t_1 \rangle + V \langle x, t|x_1, t_1 \rangle. \]
(2.5.56)

Thus we can conclude that $\langle x, t|x_1, t_1 \rangle$ constructed according to Feynman’s prescription is the same as the propagator in Schrödinger’s wave mechanics.
Feynman’s space-time approach based on path integrals is not too convenient for attacking practical problems in nonrelativistic quantum mechanics. Even for the simple harmonic oscillator it is rather cumbersome to evaluate explicitly the relevant path integral.* However, his approach is extremely gratifying from a conceptual point of view. By imposing a certain set of sensible requirements on a physical theory, we are inevitably led to a formalism equivalent to the usual formulation of quantum mechanics. It makes us wonder whether it is at all possible to construct a sensible alternative theory that is equally successful in accounting for microscopic phenomena.

Methods based on path integrals have been found to be very powerful in other branches of modern physics, such as quantum field theory and statistical mechanics. In this book the path-integral method will appear again when we discuss the Aharonov-Bohm effect.†

2.6. POTENTIALS AND GAUGE TRANSFORMATIONS

Constant Potentials

In classical mechanics it is well known that the zero point of the potential energy is of no physical significance. The time development of dynamic variables such as \( x(t) \) and \( L(t) \) is independent of whether we use \( V(x) \) or \( V(x) + V_0 \) with \( V_0 \) constant both in space and time. The force that appears in Newton’s second law depends only on the gradient of the potential; an additive constant is clearly irrelevant. What is the analogous situation in quantum mechanics?

We look at the time evolution of a Schrödinger-picture state ket subject to some potential. Let \( |\alpha, t_0; t\rangle \) be a state ket in the presence of \( V(x) \), and \( |\alpha, t_0; t\rangle \), the corresponding state ket appropriate for

\[
\tilde{V}(x) = V(x) + V_0.
\]

To be precise let us agree that the initial conditions are such that both kets coincide with \( |\alpha\rangle \) at \( t = t_0 \). If they represent the same physical situation, this can always be done by a suitable choice of the phase. Recalling that the state ket at \( t \) can be obtained by applying the time-evolution operator

---

*The reader is challenged to solve the simple harmonic oscillator problem using the Feynman path integral method in Problem 2-31.
†The reader who is interested in the fundamentals and applications of path integrals may consult Feynman and Hibbs 1965.
$\mathcal{U}(t, t_0)$ to the state ket at $t_0$, we obtain

$$
|\alpha, t_0; t\rangle = \exp \left[ -i \left( \frac{p^2}{2m} + V(x) + V_0 \right) \frac{(t - t_0)}{\hbar} \right] |\alpha\rangle
$$

$$
= \exp \left[ -i \frac{V_0(t - t_0)}{\hbar} \right] |\alpha, t_0; t\rangle. \quad (2.6.2)
$$

In other words, the ket computed under the influence of $\tilde{V}$ has a time dependence different only by a phase factor $\exp[-iV_0(t - t_0)/\hbar]$. For stationary states, this means that if the time dependence computed with $V(x)$ is $\exp[-iE(t - t_0)/\hbar]$, then the corresponding time dependence computed with $V(x) + V_0$ is $\exp[-i(E + V_0)(t - t_0)/\hbar]$. In other words, the use of $\tilde{V}$ in place of $V$ just amounts to the following change:

$$
E \to E + V_0, \quad (2.6.3)
$$

which the reader probably guessed immediately. Observable effects such as the time evolution of expectation values of $\langle x \rangle$ and $\langle S \rangle$ always depend on energy differences [see (2.1.47)]; the Bohr frequencies that characterize the sinusoidal time dependence of expectation values are the same whether we use $V(x)$ or $V(x) + V_0$. In general, there can be no difference in the expectation values of observables if every state ket in the world is multiplied by a common factor $\exp[-iV_0(t - t_0)/\hbar]$.

Trivial as it may seem, we see here the first example of a class of transformations known as gauge transformations. The change in our convention for the zero-point energy of the potential

$$
V(x) \to V(x) + V_0 \quad (2.6.4)
$$

must be accompanied by a change in the state ket

$$
|\alpha, t_0; t\rangle \to \exp \left[ -i \frac{V_0(t - t_0)}{\hbar} \right] |\alpha, t_0; t\rangle. \quad (2.6.5)
$$

Of course, this change implies the following change in the wave function:

$$
\psi(x', t) \to \exp \left[ -i \frac{V_0(t - t_0)}{\hbar} \right] \psi(x', t). \quad (2.6.6)
$$

Next we consider $V_0$ that is spatially uniform but dependent on time. We then easily see that the analogue of (2.6.5) is

$$
|\alpha, t_0; t\rangle \to \exp \left[ -i \int_{t_0}^t dt' \frac{V_0(t')}{\hbar} \right] |\alpha, t_0; t\rangle. \quad (2.6.7)
$$

Physically, the use of $V(x) + V_0(t)$ in place of $V(x)$ simply means that we are choosing a new zero point of the energy scale at each instant of time.
Even though the choice of the absolute scale of the potential is arbitrary, potential differences are of nontrivial physical significance and, in fact, can be detected in a very striking way. To illustrate this point, let us consider the arrangement shown in Figure 2.4. A beam of charged particles is split into two parts, each of which enters a metallic cage. If we so desire, we can maintain a finite potential difference between the two cages by turning on a switch, as shown. A particle in the beam can be visualized as a wave packet whose dimension is much smaller than the dimension of the cage. Suppose we switch on the potential difference only after the wave packets enter the cages and switch it off before the wave packets leave the cages. The particle in the cage experiences no force because inside the cage the potential is spatially uniform; hence no electric field is present. Now let us recombine the two beam components in such a way that they meet in the interference region of Figure 2.4. Because of the existence of the potential, each beam component suffers a phase change, as indicated by (2.6.7). As a result, there is an observable interference term in the beam intensity in the interference region, namely,

\[ \cos(\phi_1 - \phi_2), \quad \sin(\phi_1 - \phi_2), \quad (2.6.8) \]

where

\[ \phi_1 - \phi_2 = \left( \frac{1}{\hbar} \right) \int_{t_i}^{t_f} dt \left[ V_2(t) - V_1(t) \right]. \quad (2.6.9) \]

So despite the fact that the particle experiences no force, there is an observable effect that depends on whether \( V_2(t) - V_1(t) \) has been applied. Notice that this effect is purely quantum mechanical; in the limit \( \hbar \to 0 \), the interesting interference effect gets washed out because the oscillation of the cosine becomes infinitely rapid.*

* This gedanken experiment is the Minkowski-rotated form of the Aharonov-Bohm experiment to be discussed later in this section.
Gravity in Quantum Mechanics

There is an experiment that exhibits in a striking manner how a gravitational effect appears in quantum mechanics. Before describing it, we first comment on the role of gravity in both classical and quantum mechanics.

Consider the classical equation of motion for a purely falling body:

$$m \ddot{x} = -m \nabla \Phi_{grav} = -mg \hat{z}. \quad (2.6.10)$$

The mass term drops out; so in the absence of air resistance, a feather and a stone would behave in the same way—à la Galileo—under the influence of gravity. This is, of course, a direct consequence of the equality of the gravitational and the inertial masses. Because the mass does not appear in the equation of a particle trajectory, gravity in classical mechanics is often said to be a purely geometric theory.

The situation is rather different in quantum mechanics. In the wave-mechanical formulation, the analogue of (2.6.10) is

$$\left[ -\left( \frac{\hbar^2}{2m} \right) \nabla^2 + m \Phi_{grav} \right] \psi = i\hbar \frac{\partial \psi}{\partial t}. \quad (2.6.11)$$

The mass no longer cancels; instead it appears in the combination $\hbar / m$, so in a problem where $\hbar$ appears, $m$ is also expected to appear. We can see this point also using the Feynman path-integral formulation of a falling body based on

$$\langle x_n, t_n | x_{n-1}, t_{n-1} \rangle = \sqrt{\frac{m}{2\pi i\hbar \Delta t}} \exp \left[ i \int_{t_{n-1}}^{t_n} dt \left( \frac{1}{2} m \dot{x}^2 - mgz \right) / \hbar \right],$$

$$(t_n - t_{n-1} = \Delta t \to 0). \quad (2.6.12)$$

Here again we see that $m$ appears in the combination $m / \hbar$. This is in sharp contrast with Hamilton’s classical approach, based on

$$\delta \int_{t_1}^{t_2} dt \left( \frac{m \dot{x}^2}{2} - mgz \right) = 0, \quad (2.6.13)$$

where $m$ can be eliminated in the very beginning.

Starting with the Schrödinger equation (2.6.11), we may derive the Ehrenfest theorem

$$\frac{d^2}{dt^2} \langle x \rangle = -g \hat{z}. \quad (2.6.14)$$

However, $\hbar$ does not appear here, nor does $m$. To see a nontrivial quantum-mechanical effect of gravity, we must study effects in which $\hbar$ appears explicitly—and consequently where we expect the mass to appear—in contrast with purely gravitational phenomena in classical mechanics.
Until 1975, there had been no direct experiment that established the presence of the $m\Phi_{\text{grav}}$ term in (2.6.11). To be sure, a free fall of an elementary particle had been observed, but the classical equation of motion—or the Ehrenfest theorem (2.6.14), where $h$ does not appear—sufficed to account for this. The famous "weight of photon" experiment of V. Pound and collaborators did not test gravity in the quantum domain either because they measured a frequency shift where $h$ does not explicitly appear.

On the microscopic scale, gravitational forces are too weak to be readily observable. To appreciate the difficulty involved in seeing gravity in bound-state problems, let us consider the ground state of an electron and a neutron bound by gravitational forces. This is the gravitational analogue of the hydrogen atom, where an electron and a proton are bound by Coulomb forces. At the same distance, the gravitational force between the electron and the neutron is weaker than the Coulomb force between the electron and the proton by a factor of $\sim 2 \times 10^{39}$. The Bohr radius involved here can be obtained simply:

$$a_0 = \frac{\hbar^2}{e^2 m_e} \to \frac{\hbar^2}{G_N m_e^2 m_n},$$

(2.6.15)

where $G_N$ is Newton's gravitational constant. If we substitute numbers in the equation, the Bohr radius of this gravitationally bound system turns out to be $\sim 10^{31}$ cm, or $\sim 10^{13}$ light years, which is larger than the estimated radius of the universe by a few orders of magnitude!

We now discuss a remarkable phenomenon known as gravity-induced quantum interference. A nearly monoeenergetic beam of particles—in practice, thermal neutrons—is split into two parts and then brought together as shown in Figure 2.5. In actual experiments the neutron beam is split and bent by silicon crystals, but the details of this beautiful art of neutron interferometry do not concern us here. Because the size of the wave packet can be assumed to be much smaller than the macroscopic dimension of the loop formed by the two alternate paths, we can apply the concept of a classical trajectory. Let us first suppose that path $A \to B \to D$ and path $A \to C \to D$ lie in a horizontal plane. Because the absolute zero of the potential due to gravity is of no significance, we can set $V = 0$ for any phenomenon that takes place in this plane; in other words, it is legitimate to ignore gravity altogether. The situation is very different if the plane formed by the two alternate paths is rotated around segment $AC$ by angle $\delta$. This time the potential at level $BD$ is higher than that at level $AC$ by $m g l_2 \sin \delta$, which means that the state ket associated with path $BD$ "rotates faster." This leads to a gravity-induced phase difference between the amplitudes for the two wave packets arriving at $D$. Actually there is also a gravity-induced phase change associated with $AB$ and also with $CD$, but the effects cancel as we compare the two alternate paths. The net result is that the wave packet
arriving at \( D \) via path \( ABD \) suffers a phase change
\[
\exp \left[ -\frac{im_n g l_2 \sin \delta}{\hbar} T \right] \tag{2.6.16}
\]
relative to that of the wave packet arriving at \( D \) via path \( ACD \), where \( T \) is the time spent for the wave packet to go from \( B \) to \( D \) (or from \( A \) to \( C \)) and \( m_n \), the neutron mass. We can control this phase difference by rotating the plane of Figure 2.5; \( \delta \) can change from 0 to \( \pi/2 \), or from 0 to \( -\pi/2 \). Expressing the time spent \( T \), or \( l_1/v_{\text{wave packet}} \), in terms of \( \lambda \), the de Broglie wavelength of the neutron, we obtain the following expression for the phase difference:
\[
\phi_{ABD} - \phi_{ACD} = -\frac{(m_n^2 g l_1 l_2 \lambda \sin \delta)}{\hbar^2}. \tag{2.6.17}
\]

In this manner we predict an observable interference effect that depends on angle \( \delta \), which is reminiscent of fringes in Michelson-type interferometers in optics.

An alternative, more wave-mechanical way to understand (2.6.17) follows. Because we are concerned with a time-independent potential, the sum of the kinetic energy and the potential energy is constant:
\[
\frac{p^2}{2m} + mgz = E. \tag{2.6.18}
\]

The difference in height between level \( BD \) and level \( AC \) implies a slight difference in \( p \), or \( \lambda \). As a result, there is an accumulation of phase differences due to the \( \lambda \) difference. It is left as an exercise to show that this wave-mechanical approach also leads to result (2.6.17).
FIGURE 2.6. Dependence of gravity-induced phase on the angle of rotation $\delta$.

What is interesting about expression (2.6.17) is that its magnitude is neither too small nor too large; it is just right for this interesting effect to be detected with thermal neutrons traveling through paths of "table-top" dimensions. For $\lambda = 1.42 \text{ Å}$ (comparable to interatomic spacing in silicon) and $l_1l_2 = 10 \text{ cm}^2$, we obtain $55.6$ for $m^2 n^2 gl_1l_2\lambda/\hbar^2$. As we rotate the loop plane gradually by $90^\circ$, we predict the intensity in the interference region to exhibit a series of maxima and minima; quantitatively we should see $55.6/2\pi \approx 9$ oscillations. It is extraordinary that such an effect has indeed been observed experimentally; see Figure 2.6 taken from a 1975 experiment of R. Colella, A. Overhauser, and S. A. Werner. The phase shift due to gravity is seen to be verified to well within $1\%$.

We emphasize that this effect is purely quantum mechanical because as $\hbar \to 0$, the interference pattern gets washed out. The gravitational potential has been shown to enter into the Schrödinger equation just as expected. This experiment also shows that gravity is not purely geometric at the quantum level because the effect depends on $(m/\hbar)^2$. *

* However, this does not imply that the equivalence principle is unimportant in understanding an effect of this sort. If the gravitational mass ($m_{\text{grav}}$) and inertial mass ($m_{\text{inert}}$) were unequal, $(m/\hbar)^2$ would have to be replaced by $m_{\text{grav}}m_{\text{inert}}/\hbar^2$. The fact that we could correctly predict the interference pattern without making a distinction between $m_{\text{grav}}$ and $m_{\text{inert}}$ shows some support for the equivalence principle at the quantum level.
Gauge Transformations in Electromagnetism

Let us now turn to potentials that appear in electromagnetism. We consider an electric and a magnetic field derivable from the time-independent scalar and vector potential, $\phi(x)$ and $A(x)$:

$$E = -\nabla \phi, \quad B = \nabla \times A. \hspace{1cm} (2.6.19)$$

The Hamiltonian for a particle of electric charge $e$ ($e < 0$ for the electron) subjected to the electromagnetic field is taken from classical physics to be

$$H = \frac{1}{2m} \left( p - \frac{eA}{c} \right)^2 + e\phi. \hspace{1cm} (2.6.20)$$

In quantum mechanics $\phi$ and $A$ are understood to be functions of the position operator $x$ of the charged particle. Because $p$ and $A$ do not commute, some care is needed in interpreting (2.6.20). The safest procedure is to write

$$\left( p - \frac{eA}{c} \right)^2 \rightarrow p^2 - \left( \frac{e}{c} \right)(p \cdot A + A \cdot p) + \left( \frac{e}{c} \right)^2 A^2. \hspace{1cm} (2.6.21)$$

In this form the Hamiltonian is obviously Hermitian.

To study the dynamics of a charged particle subjected to $\phi$ and $A$, let us first proceed in the Heisenberg picture. We can evaluate the time derivative of $x$ in a straightforward manner as

$$\frac{dx_i}{dt} = [x_i, H] = \frac{(p_i - eA_i/c)}{m}, \hspace{1cm} (2.6.22)$$

which shows that the operator $p$, defined in this book to be the generator of translation, is not the same as $m dx/dt$. Quite often $p$ is called canonical momentum, as distinguished from kinematical (or mechanical) momentum, denoted by $\Pi$:

$$\Pi \equiv m \frac{dx}{dt} = p - \frac{eA}{c}. \hspace{1cm} (2.6.23)$$

Even though we have

$$[p_i, p_j] = 0 \hspace{1cm} (2.6.24)$$

for canonical momentum, the analogous commutator does not vanish for mechanical momentum. Instead we have

$$[\Pi_i, \Pi_j] = \left( \frac{ie}{c} \right)\varepsilon_{ijk}B_k, \hspace{1cm} (2.6.25)$$

as the reader may easily verify. Rewriting the Hamiltonian as

$$H = \frac{\Pi^2}{2m} + e\phi \hspace{1cm} (2.6.26)$$

and using the fundamental commutation relation, we can derive the quan-
2.6. Potentials and Gauge Transformations


\[ m \frac{d^2 x}{dt^2} = \frac{d \Pi}{dt} = e \left[ E + \frac{1}{2c} \left( \frac{dx}{dt} \times B - B \times \frac{dx}{dt} \right) \right]. \tag{2.6.27} \]

This then is Ehrenfest’s theorem, written in the Heisenberg picture, for the charged particle in the presence of \( E \) and \( B \).

We now study Schrödinger’s wave equation with \( \phi \) and \( A \). Our first task is to sandwich \( H \) between \( \langle x'| \) and \( |\alpha, t_0; t \rangle \). The only term with which we have to be careful is

\[
\langle x'| \left[ p - \frac{eA(x)}{c} \right]^2 |\alpha, t_0; t \rangle
\]

\[
= \left[ -i\hbar \nabla' - \frac{eA(x')}{c} \right] \langle x'| p - \frac{eA(x)}{c} |\alpha, t_0; t \rangle
\]

\[
= \left[ -i\hbar \nabla' - \frac{eA(x')}{c} \right] \cdot \left[ -i\hbar \nabla' - \frac{eA(x')}{c} \right] \langle x'| \alpha, t_0; t \rangle.
\tag{2.6.28}
\]

It is important to emphasize that the first \( \nabla' \) in the last line can differentiate both \( \langle x'| \alpha, t_0; t \rangle \) and \( A(x') \). Combining everything, we have

\[
\frac{-e}{2m} \left[ -i\hbar \nabla' - \frac{eA(x')}{c} \right] \cdot \left[ -i\hbar \nabla' - \frac{eA(x')}{c} \right] \langle x'| \alpha, t_0; t \rangle
\]

\[
+ e\phi(x') \langle x'| \alpha, t_0; t \rangle = i\hbar \frac{\partial}{\partial t} \langle x'| \alpha, t_0; t \rangle. \tag{2.6.29}
\]

From this expression we readily obtain the continuity equation

\[
\frac{\partial \rho}{\partial t} + \nabla' \cdot j = 0, \tag{2.6.30}
\]

where \( \rho \) is \( |\psi|^2 \) as before, with \( \langle x'| \alpha, t_0; t \rangle \) written as \( \psi \), but for the probability flux \( j \) we have

\[
j = \left( \frac{\hbar}{m} \right) \text{Im}(\psi^* \nabla' \psi) - \left( \frac{e}{mc} \right) A |\psi|^2, \tag{2.6.31}
\]

which is just what we expect from the substitution

\[
\nabla' \to \nabla' - \left( \frac{ie}{\hbar c} \right) A. \tag{2.6.32}
\]

Writing the wave function of \( \sqrt{\rho} \exp(iS/\hbar) \) [see (2.4.18)], we obtain an alternative form for \( j \), namely,

\[
j = \left( \frac{\rho}{m} \right) \left( \nabla S - \frac{eA}{c} \right), \tag{2.6.33}
\]
which is to be compared with (2.4.20). We will find this form to be convenient in discussing superconductivity, flux quantization, and so on. We also note that the space integral of \( j \) is the expectation value of kinematical momentum (not canonical momentum) apart from \( 1/m \):

\[
\int d^3x' j = \frac{\langle p - eA/c \rangle}{m} = \frac{\langle \Pi \rangle}{m}.
\]

(2.6.34)

We are now in a position to discuss the subject of \textit{gauge transformations} in electromagnetism. First, consider

\[
\phi \to \phi + \lambda, \quad A \to A,
\]

(2.6.35)

with \( \lambda \) constant, that is, independent of \( x \) and \( t \). Both \( E \) and \( B \) obviously remain unchanged. This transformation just amounts to a change in the zero point of the energy scale, a possibility treated in the beginning of this section; we just replace \( V \) by \( e\phi \). We have already discussed the accompanying change needed for the state ket [see (2.6.5)], so we do not dwell on this transformation any further.

Much more interesting is the transformation

\[
\phi \to \phi, \quad A \to A + \nabla \Lambda,
\]

(2.6.36)

where \( \Lambda \) is a function of \( x \). The static electromagnetic fields \( E \) and \( B \) are unchanged under (2.6.36). Both (2.6.35) and (2.6.36) are special cases of

\[
\phi \to \phi - \frac{1}{c} \frac{\partial \Lambda}{\partial t}, \quad A \to A + \nabla \Lambda,
\]

(2.6.37)

which leave \( E \) and \( B \), given by

\[
E = -\nabla \phi - \frac{1}{c} \frac{\partial \Lambda}{\partial t}, \quad B = \nabla \times A,
\]

(2.6.38)

unchanged, but in the following we do not consider time-dependent fields and potentials. In the remaining part of this section the term \textit{gauge transformation} refers to (2.6.36).

In classical physics observable effects such as the trajectory of a charged particle are independent of the gauge used, that is, of the particular choice of \( \Lambda \) we happen to adopt. Consider a charged particle in a uniform magnetic field in the \( z \)-direction

\[
B = B\hat{z}.
\]

(2.6.39)

This magnetic field may be derived from

\[
A_x = \frac{-By}{2}, \quad A_y = \frac{Bx}{2}, \quad A_z = 0
\]

(2.6.40)

or also from

\[
A_x = -By, \quad A_y = 0, \quad A_z = 0.
\]

(2.6.41)
The second form is obtained from the first by
\[ A \rightarrow A - \nabla \left( \frac{Bxy}{2} \right), \]  
(2.6.42)
which is indeed of the form of (2.6.36). Regardless of which $A$ we may use, the trajectory of the charged particle with a given set of initial conditions is the same; it is just a helix—a uniform circular motion when projected in the $xy$-plane, superposed with a uniform rectilinear motion in the $z$-direction. Yet if we look at $p_x$ and $p_y$, the results are very different. For one thing, $p_x$ is a constant of the motion when (2.6.41) is used but not when (2.6.40) is used.

Recall Hamilton's equations of motion:
\[ \frac{dp_x}{dt} = - \frac{\partial H}{\partial x}, \quad \frac{dp_y}{dt} = - \frac{\partial H}{\partial y}, \dots \]  
(2.6.43)
In general, the canonical momentum $p$ is not a gauge-invariant quantity; its numerical value depends on the particular gauge used even when we are referring to the same physical situation. In contrast, the kinematic momentum $\Pi$, or $mdx/dt$, that traces the trajectory of the particle is a gauge-invariant quantity, as one may explicitly verify. Because $p$ and $mdx/dt$ are related via (2.6.23), $p$ must change to compensate for the change in $A$ given by (2.6.42).

We now return to quantum mechanics. We believe that it is reasonable to demand that the expectation values in quantum mechanics behave in a manner similar to the corresponding classical quantities under gauge transformations, so $\langle x \rangle$ and $\langle \Pi \rangle$ are not to change under gauge transformations, while $\langle p \rangle$ is expected to change.
commutation relations
\[
[S_{1x}, S_{1y}] = i\hbar S_{1z}, \quad [S_{2x}, S_{2y}] = i\hbar S_{2z}, \ldots
\]
(3.7.10)

As a direct consequence of (3.7.9) and (3.7.10), we have
\[
[S_x, S_y] = i\hbar S_z
\]
(3.7.11)

and so on for the total spin operator.

The eigenvalues of the various spin operators are denoted as follows:
\[
S^2 = (S_1 + S_2)^2: \ s(s + 1)\hbar^2
\]
\[
S_z = S_{1z} + S_{2z} : m\hbar
\]
\[
S_{1z} : m_1\hbar
\]
\[
S_{2z} : m_2\hbar
\]
(3.7.12)

Again, we can expand the ket corresponding to an arbitrary spin state of two electrons in terms of either the eigenkets of \(S^2\) and \(S_z\) or the eigenkets of \(S_{1z}\) and \(S_{2z}\). The two possibilities are as follows:

1. The \(\{ m_1, m_2\}\) representation based on the eigenkets of \(S_{1z}\) and \(S_{2z}\):
\[
|+ +\rangle, |+ -\rangle, |- +\rangle, \text{ and } |- -\rangle,
\]
(3.7.13)

where \(|+ -\rangle\) stands for \(m_1 = \frac{1}{2}, m_2 = -\frac{1}{2}\), and so forth.

2. The \(\{ s, m\}\) representation (or the triplet-singlet representation) based on the eigenkets of \(S^2\) and \(S_z\):
\[
|s = 1, m = \pm 1, 0\rangle, \quad |s = 0, m = 0\rangle,
\]
(3.7.14)

where \(s = 1\) \((s = 0)\) is referred to as spin triplet (spin singlet).

Notice that in each set there are four base kets. The relationship between the two sets of base kets is as follows:
\[
|s = 1, m = 1\rangle = |+ +\rangle,
\]
(3.7.15a)
\[
|s = 1, m = 0\rangle = \left(\frac{1}{\sqrt{2}}\right)(|+ -\rangle + |- +\rangle),
\]
(3.7.15b)
\[
|s = 1, m = -1\rangle = |- -\rangle,
\]
(3.7.15c)
\[
|s = 0, m = 0\rangle = \left(\frac{1}{\sqrt{2}}\right)(|+ -\rangle - |- +\rangle).
\]
(3.7.15d)

The right-hand side of (3.7.15a) tells us that we have both electrons with spin up; this situation can correspond only to \(s = 1, m = 1\). We can obtain (3.7.15b) from (3.7.15a) by applying the ladder operator
\[
S_z = S_{1z} + S_{2z}
\]
\[
= (S_{1x} - iS_{1y}) + (S_{2x} - iS_{2y})
\]
(3.7.16)
to both sides of (3.7.15a). In doing so we must remember that an electron \(1\) operator like \(S_{1-}\) affects just the first entry of \(|++\rangle\), and so on. We can write

\[
S_- |s=1, m=1\rangle = (S_{1-} + S_{2-})|++\rangle
\]

(3.7.17)
as

\[
\sqrt{(1+1)(1-1+1)} |s=1, m=0\rangle = \sqrt{\left(\frac{1}{2} + \frac{1}{2}\right)\left(\frac{1}{2} - \frac{1}{2} + 1\right)} \times |--\rangle
\]

\[
+ \sqrt{\left(\frac{1}{2} + \frac{1}{2}\right)\left(\frac{1}{2} - \frac{1}{2} + 1\right)} |+-\rangle,
\]

(3.7.18)
which immediately leads to (3.7.15b). Likewise, we can obtain \(|s=1, m=-1\rangle\) by applying (3.7.16) once again to (3.7.15b). Finally, we can obtain (3.7.15d) by requiring it to be orthogonal to the other three kets, in particular to (3.7.15b).

The coefficients that appear on the right-hand side of (3.7.15) are the simplest example of Clebsch-Gordan coefficients to be discussed further at a later time. They are simply the elements of the transformation matrix that connects the \(\{m_1, m_2\}\) basis to the \(\{s, m\}\) basis. It is instructive to derive these coefficients in another way. Suppose we write the \(4 \times 4\) matrix corresponding to

\[
S^2 = S_1^2 + S_2^2 + 2S_1 \cdot S_2
\]

\[
= S_1^2 + S_2^2 + 2S_{1z}S_{2z} + S_{1+}S_{2-} + S_{1-}S_{2+}
\]

(3.7.19)
using the \((m_1, m_2)\) basis. The square matrix is obviously not diagonal because an operator like \(S_{1+}\) connects \(|-+\rangle\) with \(|++\rangle\). The unitary matrix that diagonalizes this matrix carries the \(|m_1, m_2\rangle\) base kets into the \(|s, m\rangle\) base kets. The elements of this unitary matrix are precisely the Clebsch-Gordan coefficients for this problem. The reader is encouraged to work out all this in detail.

**Formal Theory of Angular-Momentum Addition**

Having gained some physical insight by considering simple examples, we are now in a position to study more systematically the formal theory of angular-momentum addition. Consider two angular-momentum operators \(J_1\) and \(J_2\) in different subspaces. The components of \(J_1(J_2)\) satisfy the usual angular-momentum commutation relations:

\[
[J_{1i}, J_{1j}] = i\hbar\epsilon_{ijk}J_{1k}
\]

(3.7.20a)

and

\[
[J_{2i}, J_{2j}] = i\hbar\epsilon_{ijk}J_{2k}.
\]

(3.7.20b)
However, we have
\[ [J_{1k}, J_{2l}] = 0 \]  
(3.7.21)
between any pair of operators from different subspaces.

The infinitesimal rotation operator that affects both subspace 1 and subspace 2 is written as
\[ \left(1 - \frac{i\mathbf{J}_1 \cdot \hat{n} \delta \phi}{\hbar}\right) \otimes \left(1 - \frac{i\mathbf{J}_2 \cdot \hat{n} \delta \phi}{\hbar}\right) = 1 - \frac{i(\mathbf{J}_1 \otimes 1 + 1 \otimes \mathbf{J}_2) \cdot \hat{n} \delta \phi}{\hbar}. \]  
(3.7.22)

We define the total angular momentum by
\[ \mathbf{J} = \mathbf{J}_1 \otimes 1 + 1 \otimes \mathbf{J}_2, \]  
(3.7.23)
which is more commonly written as
\[ \mathbf{J} = \mathbf{J}_1 + \mathbf{J}_2. \]  
(3.7.24)

The finite-angle version of (3.7.22) is
\[ \mathcal{D}_1(R) \otimes \mathcal{D}_2(R) = \exp\left(-\frac{i\mathbf{J}_1 \cdot \hat{n} \phi}{\hbar}\right) \otimes \exp\left(-\frac{i\mathbf{J}_2 \cdot \hat{n} \phi}{\hbar}\right). \]  
(3.7.25)

Notice the appearance of the same axis of rotation and the same angle of rotation.

It is very important to note that the total \( \mathbf{J} \) satisfies the angular-momentum commutation relations
\[ [J_i, J_j] = i\hbar \epsilon_{ijk} J_k \]  
(3.7.26)
as a direct consequence of (3.7.20) and (3.7.21). In other words, \( \mathbf{J} \) is an angular momentum in the sense of Section 3.1. Physically this is reasonable because \( \mathbf{J} \) is the generator for the entire system. Everything we learned in Section 3.5—for example, the eigenvalue spectrum of \( \mathbf{J}^2 \) and \( J_z \) and the matrix elements of the ladder operators—also holds for the total \( \mathbf{J} \).

As for the choice of base kets we have two options.

**Option A:** Simultaneous eigenkets of \( \mathbf{J}_1^2, \mathbf{J}_2^2, J_{1z}, \) and \( J_{2z} \), denoted by \( \mid j_1 j_2; m_1 m_2 \rangle \). Obviously the four operators commute with each other. The defining equations are
\[ \mathbf{J}_1^2 \mid j_1 j_2; m_1 m_2 \rangle = j_1 (j_1 + 1) \hbar^2 \mid j_1 j_2; m_1 m_2 \rangle, \]  
(3.7.27a)
\[ J_{1z} \mid j_1 j_2; m_1 m_2 \rangle = m_1 \hbar \mid j_1 j_2; m_1 m_2 \rangle, \]  
(3.7.27b)
\[ \mathbf{J}_2^2 \mid j_1 j_2; m_1 m_2 \rangle = j_2 (j_2 + 1) \hbar^2 \mid j_1 j_2; m_1 m_2 \rangle, \]  
(3.7.27c)
\[ J_{2z} \mid j_1 j_2; m_1 m_2 \rangle = m_2 \hbar \mid j_1 j_2; m_1 m_2 \rangle. \]  
(3.7.27d)

**Option B:** Simultaneous eigenkets of \( \mathbf{J}^2, \mathbf{J}_1^2, \mathbf{J}_2^2, \) and \( J_z \). First, note that this set of operators mutually commute. In particular, we have
\[ [\mathbf{J}^2, \mathbf{J}_1^2] = 0, \]  
(3.7.28)
which can readily be seen by writing $\mathbf{J}^2$ as

$$\mathbf{J}^2 = \mathbf{J}_1^2 + \mathbf{J}_2^2 + 2\mathbf{J}_1 \cdot \mathbf{J}_2 + \mathbf{J}_1 + \mathbf{J}_2 + \mathbf{J}_1 - \mathbf{J}_2. \quad (3.7.29)$$

We use $|j_1, j_2; jm\rangle$ to denote the base kets of option B:

$$\mathbf{J}_1^2 |j_1 j_2; jm\rangle = j_1 (j_1 + 1) h^2 |j_1 j_2; jm\rangle, \quad (3.7.30a)$$

$$\mathbf{J}_2^2 |j_1 j_2; jm\rangle = j_2 (j_2 + 1) h^2 |j_1 j_2; jm\rangle, \quad (3.7.30b)$$

$$\mathbf{J}^2 |j_1 j_2; jm\rangle = j (j + 1) h^2 |j_1 j_2; jm\rangle, \quad (3.7.30c)$$

$$J_z |j_1 j_2; jm\rangle = m h |j_1 j_2; jm\rangle. \quad (3.7.30d)$$

Quite often $j_1, j_2$ are understood, and the base kets are written simply as $|j, m\rangle$.

It is very important to note that even though

$$[\mathbf{J}^2, J_z] = 0, \quad (3.7.31)$$

we have

$$[\mathbf{J}^2, J_{1z}] \neq 0, \quad [\mathbf{J}^2, J_{2z}] \neq 0, \quad (3.7.32)$$

as the reader may easily verify using (3.7.29). This means that we cannot add $\mathbf{J}^2$ to the set of operators of option A. Likewise, we cannot add $J_{1z}$ and/or $J_{2z}$ to the set of operators of option B. We have two possible sets of base kets corresponding to the two maximal sets of mutually compatible observables we have constructed.

Let us consider the unitary transformation in the sense of Section 1.5 that connects the two bases:

$$|j_1 j_2; jm\rangle = \sum_{m_1} \sum_{m_2} |j_1 j_2; m_1 m_2\rangle \langle j_1 j_2; m_1 m_2|j_1 j_2; jm\rangle, \quad (3.7.33)$$

where we have used

$$\sum_{m_1} \sum_{m_2} |j_1 j_2; m_1 m_2\rangle \langle j_1 j_2; m_1 m_2| = 1 \quad (3.7.34)$$

and where the right-hand side is the identity operator in the ket space of given $j_1$ and $j_2$. The elements of this transformation matrix $\langle j_1 j_2; m_1 m_2|j_1 j_2; jm\rangle$ are Clebsch-Gordan coefficients.

There are many important properties of Clebsch-Gordan coefficients that we are now ready to study. First, the coefficients vanish unless

$$m = m_1 + m_2. \quad (3.7.35)$$

To prove this, first note that

$$(J_z - J_{1z} - J_{2z}) |j_1 j_2; jm\rangle = 0. \quad (3.7.36)$$

Multiplying $\langle j_1 j_2; m_1 m_2|$ on the left, we obtain

$$(m - m_1 - m_2) \langle j_1 j_2; m_1 m_2|j_1 j_2; jm\rangle = 0, \quad (3.7.37)$$
which proves our assertion. Admire the power of the Dirac notation! It really pays to write the Clebsch-Gordan coefficients in Dirac’s bracket form, as we have done.

Second, the coefficients vanish unless

\[ |j_1 - j_2| \leq j \leq j_1 + j_2. \]  

(3.7.38)

This property may appear obvious from the vector model of angular-momentum addition, where we visualize \( \mathbf{J} \) to be the vectorial sum of \( \mathbf{J}_1 \) and \( \mathbf{J}_2 \). However, it is worth checking this point by showing that if (3.7.38) holds, then the dimensionality of the space spanned by \( \{ |j_1 j_2; m_1 m_2 \rangle \} \) is the same as that of the space spanned by \( \{ |j_1 j_2; jm \rangle \} \). For the \( (m_1, m_2) \) way of counting we obtain

\[ N = (2j_1 + 1)(2j_2 + 1) \]  

(3.7.39)

because for given \( j_1 \) there are \( 2j_1 + 1 \) possible values of \( m_1 \); a similar statement is true for the other angular momentum \( j_2 \). As for the \( (j, m) \) way of counting, we note that for each \( j \), there are \( 2j + 1 \) states, and according to (3.7.38), \( j \) itself runs from \( j_1 - j_2 \) to \( j_1 + j_2 \), where we have assumed, without loss of generality, that \( j_1 \geq j_2 \). We therefore obtain

\[
N = \sum_{j = j_1 - j_2}^{j_1 + j_2} (2j + 1) \\
= \frac{1}{2} \left[ \left( 2(j_1 - j_2) + 1 \right) + \left( 2(j_1 + j_2) + 1 \right) \right] (2j_2 + 1) \\
= (2j_1 + 1)(2j_2 + 1). 
\]  

(3.7.40)

Because both ways of counting give the same \( N \)-value, we see that (3.7.38) is quite consistent.*

The Clebsch-Gordan coefficients form a unitary matrix. Furthermore, the matrix elements are taken to be real by convention. An immediate consequence of this is that the inverse coefficient \( \langle j_1 j_2; jm | j_1 j_2; m_1 m_2 \rangle \) is the same as \( \langle j_1 j_2; m_1 m_2 | j_1 j_2; jm \rangle \) itself. A real unitary matrix is orthogonal, so we have the orthogonality condition

\[
\sum_j \sum_m \langle j_1 j_2; m_1 m_2 | j_1 j_2; jm \rangle \langle j_1 j_2; m'_1 m'_2 | j_1 j_2; jm \rangle = \delta_{m_1 m'_1} \delta_{m_2 m'_2}, 
\]  

(3.7.41)

which is obvious from the orthonormality of \( \{ |j_1 j_2; m_1 m_2 \rangle \} \) together with the reality of the Clebsch-Gordan coefficients. Likewise, we also have

\[
\sum_{m_1} \sum_{m_2} \langle j_1 j_2; m_1 m_2 | j_1 j_2; jm \rangle \langle j_1 j_2; m_1 m_2 | j_1 j_2; j' m' \rangle = \delta_{j j'} \delta_{m m'}. 
\]  

(3.7.42)

---

*A complete proof of (3.7.38) is given in Gottfried 1966, 215, and also in Appendix B of this book.
As a special case of this we may set \( j' = j, \; m' = m = m_1 + m_2 \). We then obtain

\[
\sum_{m_1, m_2} |\langle j_1 j_2; m_1 m_2 | j_1 j_2; jm \rangle|^2 = 1, \tag{3.7.43}
\]

which is just the normalization condition for \( |j_1 j_2; jm \rangle \).

Some authors use somewhat different notations for the Clebsch-Gordan coefficients. Instead of \(\langle j_1 j_2; m_1 m_2 | j_1 j_2; jm \rangle\) we sometimes see \(\langle j_1 m_1 j_2 m_2 | j_1 j_2 jm \rangle\), \(C(j_1 j_2; j_1 m_1 m_2 m)\), \(C_{j_1 j_2}(jm; m_1 m_2)\), and so on. They can also be written in terms of Wigner's 3-\( j \) symbol, which is occasionally found in the literature:

\[
\langle j_1 j_2; m_1 m_2 | j_1 j_2; jm \rangle = (-1)^{j_1 - j_2 + m} \sqrt{2j + 1} \binom{j_1 j_2 j}{m_1 m_2 - m}. \tag{3.7.44}
\]

Recursion Relations for the Clebsch-Gordan Coefficients*

With \( j_1, j_2, \) and \( j \) fixed, the coefficients with different \( m_1 \) and \( m_2 \) are related to each other by recursion relations. We start with

\[
J_\pm |j_1 j_2; jm \rangle = (J_{1 \pm} + J_{2 \pm}) \sum_{m_1, m_2} |j_1 j_2; m_1 m_2 \rangle \langle j_1 j_2; m_1 m_2 | j_1 j_2; jm \rangle. \tag{3.7.45}
\]

Using (3.5.39) and (3.5.40) we obtain (with \( m_1 \rightarrow m'_1, m_2 \rightarrow m'_2 \))

\[
\sqrt{(j \mp m)(j \mp m + 1)} |j_1 j_2; j, m \pm 1 \rangle = \sum_{m'_1, m'_2} \left( \sqrt{(j_1 \mp m'_1)(j_1 \mp m'_1 + 1)} |j_1 j_2; m'_1 \pm 1, m'_2 \rangle + \sqrt{(j_2 \mp m'_2)(j_2 \mp m'_2 + 1)} |j_1 j_2; m'_1, m'_2 \pm 1 \rangle \right)
\]

\times \langle j_1 j_2; m'_1 m'_2 | j_1 j_2; jm \rangle. \tag{3.7.46}

Our next step is to multiply by \(\langle j_1 j_2; m_1 m_2 |\) on the left and use orthonormality, which means that nonvanishing contributions from the right-hand side are possible only with

\[
m_1 = m'_1 \pm 1, \quad m_2 = m'_2 \tag{3.7.47}
\]

for the first term and

\[
m_1 = m'_1, \quad m_2 = m'_2 \pm 1 \tag{3.7.48}
\]

for the second term. In this manner we obtain the desired recursion relations:

\[
\sqrt{(j + m)(j \pm m + 1)} \langle j_1 j_2; m_1 m_2 | j_1 j_2; j, m \pm 1 \rangle \\
= \sqrt{(j_1 \mp m_1 + 1)(j_1 \pm m_1)} \langle j_1 j_2; m_1 \mp 1, m_2 | j_1 j_2; jm \rangle \\
+ \sqrt{(j_2 \mp m_2 + 1)(j_2 \pm m_2)} \langle j_1 j_2; m_1, m_2 \mp 1 | j_1 j_2; jm \rangle.
\]

(3.7.49)

It is important to note that because the \( J_\pm \) operators have shifted the \( m \)-values, the nonvanishing condition (3.7.35) for the Clebsch-Gordan coefficients has now become [when applied to (3.7.49)]

\[
m_1 + m_2 = m \pm 1.
\]

(3.7.50)

We can appreciate the significance of the recursion relations by looking at (3.7.49) in an \( m_1 m_2 \)-plane. The \( J_+ \) recursion relation (upper sign) tells us that the coefficient at \((m_1, m_2)\) is related to the coefficients at \((m_1 - 1, m_2)\) and \((m_1, m_2 - 1)\), as shown in Figure 3.5a. Likewise, the \( J_- \) recursion relation (lower sign) relates the three coefficients whose \( m_1, m_2 \) values are given in Figure 3.5b.

Recursion relations (3.7.49), together with normalization condition (3.7.43), almost uniquely determine all Clebsch-Gordan coefficients. (We say “almost uniquely” because certain sign conventions have yet to be specified.) Our strategy is as follows. We go back to the \( m_1 m_2 \)-plane, again for fixed \( j_1, j_2, \) and \( j \), and plot the boundary of the allowed region determined by

\[
|m_1| \leq j_1, \quad |m_2| \leq j_2, \quad -j \leq m_1 + m_2 \leq j;
\]

(3.7.51)

see Figure 3.6a. We may start with the upper right-hand corner, denoted by \( A \). Because we work near \( A \) at the start, a more detailed “map” is in order;

**FIGURE 3.5.** \( m_1 m_2 \)-plane showing the Clebsch-Gordan coefficients related by the recursion relations (3.7.49).
see Figure 3.6b. We apply the $J_-$ recursion relation (3.7.49) (lower sign), with $(m_1, m_2 + 1)$ corresponding to $A$. Observe now that the recursion relation connects $A$ with only $B$ because the site corresponding to $(m_1 + 1, m_2)$ is forbidden by $m_1 \leq j_1$. As a result, we can obtain the Clebsch-Gordan coefficient of $B$ in terms of the coefficient of $A$. Next, we form a $J_+$ triangle made up of $A$, $B$, and $D$. This enables us to obtain the coefficient of $D$ once the coefficient of $A$ is specified. We can continue in this fashion: Knowing $B$ and $D$, we can get to $E$; knowing $B$ and $E$ we can get to $C$, and so on. With enough patience we can obtain the Clebsch-Gordan coefficient of every site in terms of the coefficient of starting site, $A$. For overall normalization we use (3.7.43). The final overall sign is fixed by convention. (See the following example.)

As an important practical example we consider the problem of adding the orbital and spin-angular momenta of a single spin $\frac{1}{2}$ particle. We have

\[
\begin{align*}
    j_1 &= l \quad \text{(integer)}, \\
    j_2 &= s = \frac{1}{2}, \\
    m_2 &= m_s = \pm \frac{1}{2}.
\end{align*}
\]

The allowed values of $j$ are given by

\[
\begin{align*}
    j &= l \pm \frac{1}{2}, \quad l > 0; \\
    j &= \frac{1}{2}, \quad l = 0
\end{align*}
\]

So for each $l$ there are two possible $j$-values; for example, for $l = 1$ ($p$ state) we get, in spectroscopic notation, $p_{3/2}$ and $p_{1/2}$, where the subscript refers to $j$. The $m_1 m_2$-plane, or better the $m_1 m_s$-plane, of this problem is particularly simple. The allowed sites form only two rows: the upper row for $m_s = \frac{1}{2}$ and the lower row for $m_s = -\frac{1}{2}$; see Figure 3.7. Specifically, we work out

FIGURE 3.6. Use of the recursion relations to obtain the Clebsch-Gordan coefficients.
the case \( j = l + \frac{1}{2} \). Because \( m_s \) cannot exceed \( \frac{1}{2} \), we can use the \( J_- \) recursion in such a way that we always stay in the upper row \( (m_2 = m_s = \frac{1}{2}) \), while the \( m_l \)-value changes by one unit each time we consider a new \( J_- \) triangle. Suppressing \( j_1 = l, \ j_2 = \frac{1}{2} \) in writing the Clebsch-Gordan coefficients, we obtain from (3.7.49) (lower sign)

\[
\sqrt{(l + \frac{1}{2} + m + 1)(l + \frac{1}{2} - m)} \left< m - \frac{1}{2}, \frac{1}{2} \left| l + \frac{1}{2}, m \right> = \sqrt{(l + m + \frac{1}{2})(l - m + \frac{1}{2})} \left< m + \frac{1}{2}, \frac{1}{2} \left| l + \frac{1}{2}, m + 1 \right> \right. \tag{3.7.54}
\]

where we have used

\[
m_1 = m_l = m - \frac{1}{2}, \qquad m_2 = m_s = \frac{1}{2}. \tag{3.7.55}
\]

In this way we can move horizontally by one unit:

\[
\left< m - \frac{1}{2}, \frac{1}{2} \left| l + \frac{1}{2}, m \right> = \sqrt{\frac{l + m + \frac{1}{2}}{l + m + \frac{3}{2}}} \left< m + \frac{1}{2}, \frac{1}{2} \left| l + \frac{1}{2}, m + 1 \right> \right. \tag{3.7.56}
\]

We can in turn express \( \left< m + \frac{1}{2}, \frac{1}{2} \left| l + \frac{1}{2}, m + 1 \right> \) in terms of \( \left< m + \frac{3}{2}, \frac{1}{2} \left| l + \frac{1}{2}, m + 2 \right> \), and so forth. Clearly, this procedure can be continued until \( m_l \) reaches \( l \), the maximum possible value:

\[
\left< m - \frac{1}{2}, \frac{1}{2} \left| l + \frac{1}{2}, m \right> = \sqrt{\frac{l + m + \frac{1}{2}}{l + m + \frac{3}{2}}} \sqrt{\frac{l + m + \frac{3}{2}}{l + m + \frac{5}{2}}} \left< m + \frac{3}{2}, \frac{1}{2} \left| l + \frac{1}{2}, m + 2 \right> \right. \tag{3.7.57}
\]

\[
= \sqrt{\frac{l + m + \frac{1}{2}}{l + m + \frac{3}{2}}} \sqrt{\frac{l + m + \frac{3}{2}}{l + m + \frac{5}{2}}} \sqrt{\frac{l + m + \frac{5}{2}}{l + m + \frac{7}{2}}}
\]

\[
\times \left< m + \frac{5}{2}, \frac{1}{2} \left| l + \frac{1}{2}, m + 3 \right> \right.
\]

\[
\vdots
\]

\[
= \sqrt{\frac{l + m + \frac{1}{2}}{2l + 1}} \left< l, \frac{1}{2} \left| l + \frac{1}{2}, l + \frac{1}{2} \right> \right. \]
Consider the angular-momentum configuration in which \( m_l \) and \( m_s \) are both maximal, that is, \( l \) and \( \frac{1}{2} \), respectively. The total \( m = m_l + m_s \) is \( l + \frac{1}{2} \), which is possible only for \( j = l + \frac{1}{2} \) and not for \( j = l - \frac{1}{2} \). So \( |m_l = l, m_s = \frac{1}{2}\rangle \) must be equal to \( |j = l + \frac{1}{2}, m = l + \frac{1}{2}\rangle \) up to a phase factor. We take this phase factor to be real and positive by convention. With this choice we have

\[
\langle l, \frac{1}{2} | l + \frac{1}{2}, l + \frac{1}{2} \rangle = 1.
\]  

(3.7.58)

Returning to (3.7.57), we finally obtain

\[
\langle m - \frac{1}{2}, \frac{1}{2} | l + \frac{1}{2}, m \rangle = \sqrt{\frac{l + m + \frac{1}{2}}{2l + 1}}.
\]  

(3.7.59)

But this is only about one-fourth of the story. We must still determine the value of the question marks that appear in the following:

\[
|j = l + \frac{1}{2}, m\rangle = \sqrt{\frac{l + m + \frac{1}{2}}{2l + 1}} |m_l = m - \frac{1}{2}, m_s = \frac{1}{2}\rangle
\]

\[+ \langle m_l = m + \frac{1}{2}, m_s = - \frac{1}{2}\rangle, \]  

(3.7.60)

\[
|j = l - \frac{1}{2}, m\rangle = \langle m_l = m - \frac{1}{2}, m_s = \frac{1}{2}\rangle + \langle m_l = m + \frac{1}{2}, m_s = - \frac{1}{2}\rangle.
\]

We note that the transformation matrix with fixed \( m \) from the \((m_l, m_s)\) basis to the \((j, m)\) basis is, because of orthogonality, expected to have the form

\[
\begin{pmatrix}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{pmatrix}.
\]  

(3.7.61)

Comparison with (3.7.60) shows that \( \cos \alpha \) is (3.7.59) itself; so we can readily determine \( \sin \alpha \) up to a sign ambiguity:

\[
\sin^2 \alpha = 1 - \left(\frac{l + m + \frac{1}{2}}{2l + 1}\right) = \left(\frac{l - m + \frac{1}{2}}{2l + 1}\right).
\]  

(3.7.62)

We claim that \( \langle m_l = m + \frac{1}{2}, m_s = - \frac{1}{2}|j = l + \frac{1}{2}, m\rangle \) must be positive because all \( j = l + \frac{1}{2} \) states are reachable by applying the \( J_- \) operator successively to \( |j = l + \frac{1}{2}, m = l + \frac{1}{2}\rangle \), and the matrix elements of \( J_- \) are always positive by convention. So the \( 2 \times 2 \) transformation matrix (3.7.61) can be only

\[
\begin{pmatrix}
\sqrt{\frac{l + m + \frac{1}{2}}{2l + 1}} & \sqrt{\frac{l - m + \frac{1}{2}}{2l + 1}} \\
-\sqrt{\frac{l - m + \frac{1}{2}}{2l + 1}} & \sqrt{\frac{l + m + \frac{1}{2}}{2l + 1}}
\end{pmatrix}.
\]  

(3.7.63)
We define spin-angular functions in two-component form as follows:

\[
\Psi_{l = \frac{l}{m} \pm \frac{1}{2}, m} = \pm \sqrt{\frac{l \pm m + \frac{1}{2}}{2l + 1}} Y_{l}^{m-1/2}(\theta, \phi) \chi_{+} + \sqrt{\frac{l \pm m + \frac{1}{2}}{2l + 1}} Y_{l}^{m+1/2}(\theta, \phi) \chi_{-}
= \frac{1}{\sqrt{2l + 1}} \left( \frac{\pm \sqrt{l \pm m + \frac{1}{2}} Y_{l}^{m-1/2}(\theta, \phi)}{\sqrt{l \mp m + \frac{1}{2}} Y_{l}^{m+1/2}(\theta, \phi)} \right).
\]

They are, by construction, simultaneous eigenfunctions of \(L^2, S^2, J^2,\) and \(J_z.\) They are also eigenfunctions of \(L \cdot S\) but \(L \cdot S,\) being just

\[
L \cdot S = (\frac{1}{2})(J^2 - L^2 - S^2),
\]

is not independent. Indeed, its eigenvalue can easily be computed as follows:

\[
\left( \frac{\hbar^2}{2} \right) \left[ j(j+1) - l(l+1) - \frac{3}{4} \right] = \begin{cases} \frac{\hbar^2}{2} & \text{for } j = l + \frac{1}{2}, \\ -\frac{(l+1)\hbar^2}{2} & \text{for } j = l - \frac{1}{2}. \end{cases}
\]

### Clebsch-Gordan Coefficients and Rotation Matrices

Angular-momentum addition may be discussed from the point of view of rotation matrices. Consider the rotation operator \(\mathcal{D}^{(j)}(R)\) in the ket space spanned by the angular-momentum eigenkets with eigenvalue \(j_1.\) Likewise, consider \(\mathcal{D}^{(j_2)}(R).\) The product \(\mathcal{D}^{(j_1)} \otimes \mathcal{D}^{(j_2)}\) is reducible in the sense that after suitable choice of base kets, its matrix representation can take the following form:

\[
\begin{pmatrix}
(j_1j_2)
\mathcal{D}

(j_1j_2-1)
\mathcal{D}

(j_1j_2-2)
\mathcal{D}

(lj_1-j_2)
\mathcal{D}
\end{pmatrix}
\]

(3.7.67)
In the notation of group theory this is written as

\[
\mathcal{D}(j_1) \otimes \mathcal{D}(j_2) = \mathcal{D}(j_1 + j_2) \oplus \mathcal{D}(j_1 + j_2 - 1) \oplus \ldots \oplus \mathcal{D}(\lvert j_1 - j_2 \rvert).
\]  

(3.7.68)

In terms of the elements of rotation matrices, we have an important expansion known as the Clebsch-Gordan series:

\[
\mathcal{D}_{m_1 m_1'}^{(j_1)}(R) \mathcal{D}_{m_2 m_2'}^{(j_2)}(R) = \sum_j \sum_m \sum_{m'} \langle j_1 j_2; m_1 m_2 | j_1 j_2; m \rangle 
\times \langle j_1 j_2; m_1' m_2' | j_1 j_2; m' \rangle \mathcal{D}^{(j)}_{m m'}(R),
\]

(3.7.69)

where the \( j \)-sum runs from \( \lvert j_1 - j_2 \rvert \) to \( j_1 + j_2 \). The proof of this equation follows. First, note that the left-hand side of (3.7.69) is the same as

\[
\langle j_1 j_2; m_1 m_2 | \mathcal{D}(R) | j_1 j_2; m_1' m_2' \rangle = \langle j_1 m_1 \mathcal{D}(R) | j_1 m_1 \rangle \langle j_2 m_2 \mathcal{D}(R) | j_2 m_2' \rangle = \mathcal{D}_{m_1 m_1'}^{(j_1)}(R) \mathcal{D}_{m_2 m_2'}^{(j_2)}(R).
\]

(3.7.70)

But the same matrix element is also computable by inserting a complete set of states in the \((j, m)\) basis. Thus

\[
\langle j_1 j_2; m_1 m_2 | \mathcal{D}(R) | j_1 j_2; m_1' m_2' \rangle
\]

\[
= \sum_j \sum_m \sum_{j'} \sum_{m'} \langle j_1 j_2; m_1 m_2 | j_1 j_2; j m \rangle \langle j_1 j_2; j m | \mathcal{D}(R) | j_1 j_2; j' m' \rangle
\]

\[
\times \langle j_1 j_2; j' m' | j_1 j_2; m_1' m_2' \rangle
\]

\[
= \sum_j \sum_m \sum_{j'} \sum_{m'} \langle j_1 j_2; m_1 m_2 | j_1 j_2; j m \rangle \mathcal{D}_{m m'}^{(j)}(R) \delta_{j j'}
\]

\[
\times \langle j_1 j_2; m_1' m_2' | j_1 j_2; j' m' \rangle,
\]

(3.7.71)

which is just the right-hand side of (3.7.69).

As an interesting application of (3.7.69), we derive an important formula for an integral involving three spherical harmonics. First, recall the connection between \( \mathcal{D}^{(l)}_{m_0} \) and \( Y_{l m}^* \) given by (3.6.52). Letting \( j_1 \to l_1, j_2 \to l_2, m_1' \to 0, m_2' \to 0 \) (hence \( m' \to 0 \)) in (3.7.69), we obtain, after complex conjugation,

\[
Y_{l_1 m_1}^*(\theta, \phi) Y_{l_2 m_2}^*(\theta, \phi) = \frac{\sqrt{(2l_1 + 1)(2l_2 + 1)}}{4\pi} \sum_{l'} \sum_{m'} \langle l_1 l_2; m_1 m_2 | l_1 l_2; l' m' \rangle
\]

\[
\times \langle l_1 l_2; 0 0 | l_1 l_2; l' 0 \rangle \frac{4\pi}{2l' + 1} Y_{l' m'}^*(\theta, \phi).
\]

(3.7.72)

We multiply both sides by \( Y_{l m}^*(\theta, \phi) \) and integrate over solid angles. The summations drop out because of the orthogonality of spherical harmonics,
and we are left with
\[
\int d\Omega Y_{l_1}^{m_1}(\theta, \phi) Y_{l_2}^{m_2}(\theta, \phi) = \sqrt{\frac{(2l_1+1)(2l_2+1)}{4\pi(2l+1)}} \langle l_1l_2; 00|l_1l_2; 10 \rangle \langle l_1l_2; m_1m_2|l_1l_2; lm \rangle.
\]
(3.7.73)

The square root factor times the first Clebsch-Gordan coefficient is independent of orientations; that is, of \(m_1\) and \(m_2\). The second Clebsch-Gordan coefficient is the one appropriate for adding \(l_1\) and \(l_2\) to obtain total \(l\). Equation (3.7.73) turns out to be a special case of the Wigner-Eckart theorem to be derived in Section 3.10. This formula is extremely useful in evaluating multipole matrix elements in atomic and nuclear spectroscopy.

### 3.8. SCHWINGER’S OSCILLATOR MODEL OF ANGULAR MOMENTUM

#### Angular Momentum and Uncoupled Oscillators

There exists a very interesting connection between the algebra of angular momentum and the algebra of two independent (that is, uncoupled) oscillators, which was worked out in J. Schwinger’s notes [see Quantum Theory of Angular Momentum, edited by L. C. Biedenharn and H. Van Dam, Academic Press (1965), p. 229]. Let us consider two simple harmonic oscillators, which we call the plus type and the minus type. We have the annihilation and creation operators, denoted by \(a_+\) and \(a_+^\dagger\) for the plus-type oscillator; likewise, we have \(a_-\) and \(a_-^\dagger\) for the minus-type oscillators. We also define the number operators \(N_+\) and \(N_-\) as follows:

\[
N_+ \equiv a_+^\dagger a_+, \quad N_- \equiv a_-^\dagger a_-.
\]
(3.8.1)

We assume that the usual commutation relations among \(a\), \(a^\dagger\), and \(N\) hold for oscillators of the same type (see Section 2.3).

\[
\begin{align*}
[a_+, a_+^\dagger] &= 1, & [a_-, a_-^\dagger] &= 1, \\
[N_+, a_+] &= -a_+, & [N_-, a_-] &= -a_-, \\
[N_+, a_+^\dagger] &= a_+^\dagger, & [N_-, a_-^\dagger] &= a_-^\dagger.
\end{align*}
\]
(3.8.2a, 3.8.2b, 3.8.2c)

However, we assume that any pair of operators between different oscillators commute:

\[
[a_+, a_-^\dagger] = 0 = [a_-, a_+^\dagger]
\]
(3.8.3)

and so forth. So it is in this sense that we say the two oscillators are uncoupled.
Because \( N_+ \) and \( N_- \) commute by virtue of (3.8.3), we can build up simultaneous eigenkets of \( N_+ \) and \( N_- \) with eigenvalues \( n_+ \) and \( n_- \), respectively. So we have the following eigenvalue equations for \( N_\pm \):

\[
N_+ |n_+, n_-\rangle = n_+ |n_+, n_-\rangle, \quad N_- |n_+, n_-\rangle = n_- |n_+, n_-\rangle. \tag{3.8.4}
\]

In complete analogy with (2.3.16) and (2.3.17), the creation and annihilation operators, \( a_\pm^\dagger \) and \( a_\pm \), act on \( |n_+, n_-\rangle \) as follows:

\[
a_+^\dagger |n_+, n_-\rangle = (n_+ + 1) |n_+, n_-\rangle, \quad a_-^\dagger |n_+, n_-\rangle = (n_- + 1) |n_+, n_-\rangle, \tag{3.8.5a}
\]

\[
a_+ |n_+, n_-\rangle = \sqrt{n_+} |n_+, n_- - 1\rangle, \quad a_- |n_+, n_-\rangle = \sqrt{n_-} |n_+, n_- - 1\rangle. \tag{3.8.5b}
\]

We can obtain the most general eigenkets of \( N_+ \) and \( N_- \) by applying \( a_+^\dagger \) and \( a_-^\dagger \) successively to the vacuum ket defined by

\[
a_+ |0, 0\rangle = 0, \quad a_- |0, 0\rangle = 0. \tag{3.8.6}
\]

In this way we obtain

\[
|n_+, n_-\rangle = \frac{(a_+^\dagger)^{n_+} (a_-^\dagger)^{n_-}}{\sqrt{n_+! \sqrt{n_-!}}} |0, 0\rangle. \tag{3.8.7}
\]

Next, we define

\[
J_+ \equiv \hbar a_+^\dagger a_- , \quad J_- \equiv \hbar a_-^\dagger a_+ , \tag{3.8.8a}
\]

and

\[
J_z \equiv \left(\frac{\hbar}{2}\right)(a_+^\dagger a_- - a_-^\dagger a_+) = \left(\frac{\hbar}{2}\right)(N_+ - N_-) . \tag{3.8.8b}
\]

We can readily prove that these operators satisfy the angular-momentum commutation relations of the usual form

\[
[J_z, J_\pm] = \pm \hbar J_\pm, \tag{3.8.9a}
\]

\[
[J_+, J_-] = 2\hbar J_z . \tag{3.8.9b}
\]

For example, we prove (3.8.9b) as follows:

\[
\hbar^2 [a_+^\dagger a_-^\dagger a_-^\dagger a_+] = \hbar^2 a_+^\dagger a_-^\dagger a_+ a_+ a_-^\dagger a_-
\]

\[
= \hbar^2 a_+^\dagger (a_-^\dagger a_- + 1) a_+ a_-^\dagger a_+ (a_-^\dagger a_- + 1) a_-
\]

\[
= \hbar^2 (a_+^\dagger a_+ - a_-^\dagger a_-) = 2\hbar J_z . \tag{3.8.10}
\]

Defining the total \( N \) to be

\[
N \equiv N_+ + N_- = a_+^\dagger a_+ + a_-^\dagger a_- , \tag{3.8.11}
\]
we can also prove
\[ J^2 = J_z^2 + \left( \frac{1}{2} \right) (J_+ J_- + J_- J_+) \]
\[ = \left( \frac{\hbar^2}{2} \right) N \left( \frac{N}{2} + 1 \right), \]  
(3.8.12)
which is left as an exercise.

What are the physical interpretations of all this? We associate spin up (\( m = \frac{1}{2} \)) with one quantum unit of the plus-type oscillator and spin down (\( m = -\frac{1}{2} \)) with one quantum unit of the minus-type oscillator. If you like, you may imagine one spin \( \frac{1}{2} \) "particle" with spin up (down) with each quantum unit of the plus- (minus-) type oscillator. The eigenvalues \( n_+ \) and \( n_- \) are just the number of spins up and spins down, respectively. The meaning of \( J_+ \) is that it destroys one unit of spin down with the \( z \)-component of spin-angular momentum \(-\hbar/2\) and creates one unit of spin up with the \( z \)-component of spin-angular momentum \( +\hbar/2\); the \( z \)-component of angular momentum is therefore increased by \( \hbar \). Likewise \( J_- \) destroys one unit of spin up and creates one unit of spin down; the \( z \)-component of angular momentum is therefore decreased by \( \hbar \). As for the \( J_z \) operator, it simply counts \( \hbar/2 \) times the difference of \( n_+ \) and \( n_- \), just the \( z \)-component of the total angular momentum. With (3.8.5) at our disposal we can easily examine how \( J_\pm \) and \( J_z \) act on \( |n_+, n_-\rangle \) as follows:

\[ J_+ |n_+, n_-\rangle = \hbar a^+_+ a_- |n_+, n_-\rangle = \sqrt{n_- (n_+ + 1)} \hbar |n_+ + 1, n_- - 1\rangle, \]  
(3.8.13a)
\[ J_- |n_+, n_-\rangle = \hbar a^+_+ a_- |n_+, n_-\rangle = \sqrt{n_+ (n_- + 1)} \hbar |n_+ - 1, n_- + 1\rangle, \]  
(3.8.13b)
\[ J_z |n_+, n_-\rangle = \left( \frac{\hbar}{2} \right) (N_+ - N_-) |n_+, n_-\rangle = \left( \frac{1}{2} \right) (n_+ - n_-) \hbar |n_+, n_-\rangle. \]  
(3.8.13c)

Notice that in all these operations, the sum \( n_+ + n_- \), which corresponds to the total number of spin \( \frac{1}{2} \) particles remains unchanged.

Observe now that (3.8.13a), (3.8.13b), and (3.8.13c) reduce to the familiar expressions for the \( J_\pm \) and \( J_z \) operators we derived in Section 3.5, provided we substitute
\[ n_+ \rightarrow j + m, \quad n_- \rightarrow j - m. \]  
(3.8.14)
The square root factors in (3.8.13a) and (3.8.13b) change to
\[ \sqrt{n_- (n_+ + 1)} \rightarrow \sqrt{(j - m)(j + m + 1)}, \]
\[ \sqrt{n_+ (n_- + 1)} \rightarrow \sqrt{(j + m)(j - m + 1)}, \]  
(3.8.15)
which are exactly the square root factors appearing in (3.5.39) and (3.5.41).
Notice also that the eigenvalue of the $J^2$ operator defined by (3.8.12) changes as follows:

$$\left(\frac{h^2}{2}\right) (n_+ + n_-) \left[ \frac{(n_+ + n_-)}{2} + 1 \right] \rightarrow h^2 j (j + 1). \quad (3.8.16)$$

All this may not be too surprising because we have already proved that $J_\pm$ and $J^2$ operators we constructed out of the oscillator operators satisfy the usual angular-momentum commutation relations. But it is instructive to see in an explicit manner the connection between the oscillator matrix elements and angular-momentum matrix elements. In any case, it is now natural to use

$$j = \frac{(n_+ + n_-)}{2}, \quad m = \frac{(n_+ - n_-)}{2} \quad (3.8.17)$$

in place of $n_+$ and $n_-$ to characterize simultaneous eigenvets of $J^2$ and $J_z$. According to (3.8.13a) the action of $J_+$ changes $n_+$ into $n_+ + 1$, $n_-$ into $n_- - 1$, which means that $j$ is unchanged and $m$ goes into $m + 1$. Likewise, we see that the $J_-$ operator that changes $n_+$ into $n_+ - 1$; $n_-$ into $n_- + 1$ lowers $m$ by one unit without changing $j$. We can now write as (3.8.7) for the most general $N_+, N_-$ eigenket

$$|j, m\rangle = \frac{(a_+^\dagger)^{j+m}(a_-^\dagger)^{-m}}{\sqrt{(j+m)!(j-m)!}}|0\rangle, \quad (3.8.18)$$

where we have used $|0\rangle$ for the vacuum ket, earlier denoted by $|0,0\rangle$.

A special case of (3.8.18) is of interest. Let us set $m = j$, which physically means that the eigenvalue of $J_z$ is as large as possible for a given $j$. We have

$$|j, j\rangle = \frac{(a_+^\dagger)^{2j}}{\sqrt{(2j)!}}|0\rangle. \quad (3.8.19)$$

We can imagine this state to be built up of $2j$ spin $\frac{1}{2}$ particles with their spins all pointing in the positive $z$-direction.

In general, we note that a complicated object of high $j$ can be visualized as being made up of primitive spin $\frac{1}{2}$ particles, $j + m$ of them with spin up and the remaining $j - m$ of them with spin down. This picture is extremely convenient even though we obviously cannot always regard an object of angular momentum $j$ literally as a composite system of spin $\frac{1}{2}$ particles. All we are saying is that, as far as the transformation properties under rotations are concerned, we can visualize any object of angular momentum $j$ as a composite system of $2j$ spin $\frac{1}{2}$ particles formed in the manner indicated by (3.8.18).
From the point of view of angular-momentum addition developed in the previous section, we can add the spins of 2 \( j \) spin \( \frac{1}{2} \) particles to obtain states with angular momentum \( j, j-1, j-2, \ldots \). As a simple example, we can add the spin-angular momenta of two spin \( \frac{1}{2} \) particles to obtain a total angular momentum of zero as well as one. In Schwinger's oscillator scheme, however, we obtain only states with angular momentum \( j \) when we start with 2 \( j \) spin \( \frac{1}{2} \) particles. In the language of permutation symmetry to be developed in Chapter 6, only totally symmetrical states are constructed by this method. The primitive spin \( \frac{1}{2} \) particles appearing here are actually bosons! This method is quite adequate if our purpose is to examine the properties under rotations of states characterized by \( j \) and \( m \) without asking how such states are built up initially.

The reader who is familiar with isospin in nuclear and particle physics may note that what we are doing here provides a new insight into the isospin (or isotopic spin) formalism. The operator \( J_+ \) that destroys one unit of the minus type and creates one unit of the plus type is completely analogous to the isospin ladder operator \( T_+ \) (sometimes denoted by \( I_+ \)) that annihilates a neutron (isospin down) and creates a proton (isospin up), thus raising the \( z \)-component of isospin by one unit. In contrast, \( J_z \) is analogous to \( T_z \), which simply counts the difference between the number of protons and neutrons in nuclei.

**Explicit Formula for Rotation Matrices**

Schwinger's scheme can be used to derive, in a very simple way, a closed formula for rotation matrices, first obtained by E. P. Wigner using a similar (but not identical) method. We apply the rotation operator \( \mathcal{D}(R) \) to \( |j, m\rangle \), written as (3.8.18). In the Euler angle notation the only nontrivial rotation is the second one about the \( y \)-axis, so we direct our attention to

\[
\mathcal{D}(R) = \mathcal{D}(\alpha, \beta, \gamma)|_{\alpha = \gamma = 0} = \exp\left(-\frac{iJ_3\beta}{\hbar}\right).
\]  

(3.8.20)

We have

\[
\mathcal{D}(R)|j, m\rangle = \frac{[\mathcal{D}(R)a_+^\dagger\mathcal{D}^{-1}(R)]^j m \left[\mathcal{D}(R)a_+^\dagger\mathcal{D}^{-1}(R)\right]^{-m}}{\sqrt{(j+m)!(j-m)!}}\mathcal{D}(R)|0\rangle.
\]

(3.8.21)

Now, \( \mathcal{D}(R) \) acting on \( |0\rangle \) just reproduces \( |0\rangle \) because, by virtue of (3.8.6), only the leading term, 1, in the expansion of exponential (3.8.20) contributes. So

\[
\mathcal{D}(R)a_+^\dagger\mathcal{D}^{-1}(R) = \exp\left(-\frac{iJ_3\beta}{\hbar}\right)a_+^\dagger \exp\left(\frac{iJ_3\beta}{\hbar}\right).
\]

(3.8.22)
Thus we may use formula (2.3.47). Letting

\[ G \to -\frac{J_y}{\hbar}, \quad \lambda \to \beta \]  

(3.8.23)

in (2.3.47), we realize that we must look at various commutators, namely,

\[
\left[ -\frac{J_y}{\hbar}, a_+^\dagger \right] = \left( \frac{1}{2i} \right) \left[ a_+^\dagger, a_+, a_+^\dagger \right] = \left( \frac{1}{2i} \right) a_+^\dagger,
\]

(3.8.24)

\[
\left[ -\frac{J_y}{\hbar}, a_+^\dagger \right] = \left[ -\frac{J_y}{\hbar}, a_+^\dagger \right] = \left( \frac{1}{4} \right) a_+^\dagger
\]

and so forth. Clearly, we always obtain either \( a_+^\dagger \) or \( a_-^\dagger \). Collecting terms, we get

\[
\mathcal{D} (R) a_+^\dagger \mathcal{D}^{-1} (R) = a_+^\dagger \cos \left( \frac{\beta}{2} \right) + a_-^\dagger \sin \left( \frac{\beta}{2} \right).
\]

(3.8.25)

Likewise,

\[
\mathcal{D} (R) a_-^\dagger \mathcal{D}^{-1} (R) = a_-^\dagger \cos \left( \frac{\beta}{2} \right) - a_+^\dagger \sin \left( \frac{\beta}{2} \right).
\]

(3.8.26)

Actually this result is not surprising. After all, the basic spin-up state is supposed to transform as

\[
a_+^\dagger \langle 0 | \to \cos \left( \frac{\beta}{2} \right) a_+^\dagger \langle 0 | + \sin \left( \frac{\beta}{2} \right) a_+^\dagger \langle 0 |
\]

(3.8.27)

under a rotation about the y-axis. Substituting (3.8.25) and (3.8.26) into (3.8.21) and recalling the binomial theorem

\[
(x + y)^N = \sum_k \frac{N! x^{N-k} y^k}{(N-k)!k!},
\]

(3.8.28)

we obtain

\[
\mathcal{D} (\alpha = 0, \beta, \gamma = 0 | j, m) = \sum_k \sum_l \frac{(j+m)! (j-m)!}{(j+m-k)! (j-m-l)!} \times \left[ a_+^\dagger \cos \left( \frac{\beta}{2} \right) \right]^{j+m-k} \left[ a_-^\dagger \sin \left( \frac{\beta}{2} \right) \right]^k
\]

\[
\sqrt{(j+m)! (j-m)!} \times \left[ -a_+^\dagger \sin (\beta/2) \right]^{j-m-l} \left[ a_-^\dagger \cos (\beta/2) \right]^l |0\rangle.
\]

(3.8.29)

We may compare (3.8.29) with

\[
\mathcal{D} (\alpha = 0, \beta, \gamma = 0 | j, m) = \sum_{m'} | j, m' \rangle d^{(j)}_{m'm}(\beta)
\]

\[
= \sum_{m'} d^{(j)}_{m'm}(\beta) \frac{(a_+^\dagger)^{j+m'} (a_-^\dagger)^{j-m'}}{\sqrt{(j+m')! (j-m')!}} |0\rangle.
\]

(3.8.30)
We can obtain an explicit form for $d_{m'm}(\beta)$ by equating the coefficients of powers of $a_{\pm}^\dagger$ in (3.8.29) and (3.8.30). Specifically, we want to compare $a_{\pm}^\dagger$ raised to $j + m'$ in (3.8.30) with $a_{\pm}^\dagger$ raised to $2j - k - l$, so we identify

$$l = j - k - m'. \quad (3.8.31)$$

We are seeking $d_{m'm}(\beta)$ with $m'$ fixed. The $k$-sum and the $l$-sum in (3.8.29) are not independent of each other; we eliminate $l$ in favor of $k$ by taking advantage of (3.8.31). As for the powers of $a_{\pm}^\dagger$, we note that $a_{\pm}^\dagger$ raised to $j - m'$ in (3.8.30) automatically matches with $a_{\pm}^\dagger$ raised to $k + l$ in (3.8.29) when (3.8.31) is imposed. The last step is to identify the exponents of $\cos(\beta/2)$, $\sin(\beta/2)$, and $(-1)$, which are, respectively,

$$j + m - k + l = 2j - 2k + m - m', \quad (3.8.32a)$$

$$k + j - m - l = 2k - m + m', \quad (3.8.32b)$$

$$j - m - l = k - m + m', \quad (3.8.32c)$$

where we have used (3.8.31) to eliminate $l$. In this way we obtain the Wigner's formula for $d_{m'm}(\beta)$:

$$d_{m'm}(\beta) = \sum_k (-1)^{k-m+m'} \frac{\sqrt{(j+m)!(j-m)!(j+m')!(j-m')!}}{(j+m-k)!k!(j-k-m')!(k-m+m')!} \times \left(\frac{\cos \frac{\beta}{2}}{2}\right)^{2j-2k+m-m'} \left(\frac{\sin \frac{\beta}{2}}{2}\right)^{2k-m+m'}, \quad (3.8.33)$$

where we take the sum over $k$ whenever none of the arguments of factorials in the denominator are negative.

### 3.9. SPIN CORRELATION MEASUREMENTS AND BELL'S INEQUALITY

#### Correlations in Spin-Singlet States

The simplest example of angular-momentum addition we encountered in Section 3.7 was concerned with a composite system made up of spin $\frac{1}{2}$ particles. In this section we use such a system to illustrate one of the most astonishing consequences of quantum mechanics.

Consider a two-electron system in a spin-singlet state, that is, with a total spin of zero. We have already seen that the state ket can be written as [see (3.7.15d)]

$$|\text{spin singlet}\rangle = \left(\frac{1}{\sqrt{2}}\right)(|\hat{z}^+; \hat{z}^-\rangle - |\hat{z}^-; \hat{z}^+\rangle), \quad (3.9.1)$$

where we have explicitly indicated the quantization direction. Recall that
\( |\hat{z}^+ ; \hat{z}^- \rangle \) means that electron 1 is in the spin-up state and electron 2 is in the spin-down state. The same is true for \( |\hat{z}^- ; \hat{z}^+ \rangle \).

Suppose we make a measurement on the spin component of one of the electrons. Clearly, there is a 50-50 chance of getting either up or down because the composite system may be in \( |\hat{z}^+ ; \hat{z}^- \rangle \) or \( |\hat{z}^- ; \hat{z}^+ \rangle \) with equal probabilities. But if one of the components is shown to be in the spin-up state, the other is necessarily in the spin-down state, and vice versa. When the spin component of electron 1 is shown to be up, the measurement apparatus has selected the first term, \( |\hat{z}^+ ; \hat{z}^- \rangle \) of (3.9.1); a subsequent measurement of the spin component of electron 2 must ascertain that the state ket of the composite system is given by \( |\hat{z}^+ ; \hat{z}^- \rangle \).

It is remarkable that this kind of correlation can persist even if the two particles are well separated and have ceased to interact provided that as they fly apart, there is no change in their spin states. This is certainly the case for a \( J = 0 \) system disintegrating spontaneously into two spin \( \frac{1}{2} \) particles with no relative orbital angular momentum, because angular-momentum conservation must hold in the disintegration process. An example of this would be a rare decay of the \( \eta \) meson (mass 549 MeV/c\(^2\)) into a muon pair

\[
\eta \rightarrow \mu^+ + \mu^-
\]  

(3.9.2)

which, unfortunately, has a branching ratio of only approximately \( 6 \times 10^{-6} \). More realistically, in proton-proton scattering at low kinetic energies, the Pauli principle to be discussed in Chapter 6 forces the interacting protons to be in \( ^1S_0 \) (orbital angular momentum 0, spin-singlet state), and the spin states of the scattered protons must be correlated in the manner indicated by (3.9.1) even after they get separated by a macroscopic distance.

To be more pictorial we consider a system of two spin \( \frac{1}{2} \) particles moving in opposite directions, as in Figure 3.8. Observer A specializes in measuring \( S_z \) of particle 1 (flying to the right), while observer B specializes in measuring \( S_z \) of particle 2 (flying to the left). To be specific, let us assume that observer A finds \( S_z \) to be positive for particle 1. Then he or she can predict, even before B performs any measurement, the outcome of B's measurement with certainty: B must find \( S_z \) to be negative for particle 2. On the other hand, if A makes no measurement, B has a 50-50 chance of getting \( S_z^+ \) or \( S_z^- \).

This by itself might not be so peculiar. One may say, "It is just like an urn known to contain one black ball and one white ball. When we blindly pick one of them, there is a 50-50 chance of getting black or white. But if the first ball we pick is black, then we can predict with certainty that the second ball will be white."

It turns out that this analogy is too simple. The actual quantum-mechanical situation is far more sophisticated than that! This is because observers may choose to measure \( S_x \) in place of \( S_z \). The same pair of
“quantum-mechanical balls” can be analyzed either in terms of black and white or in terms of blue and red!

Recall now that for a single spin \( \frac{1}{2} \) system the \( S_x \) eigenkets and \( S_z \) eigenkets are related as follows:

\[
|\hat{x} \pm \rangle = \left( \frac{1}{\sqrt{2}} \right) (|\hat{z} + \rangle \pm |\hat{z} - \rangle), \quad |\hat{z} \pm \rangle = \left( \frac{1}{\sqrt{2}} \right) (|\hat{x} + \rangle \pm |\hat{x} - \rangle).
\]  

(3.9.3)

Returning now to our composite system, we can rewrite spin-singlet ket (3.9.1) by choosing the \( x \)-direction as the axis of quantization:

\[
|\text{spin singlet} \rangle = \left( \frac{1}{\sqrt{2}} \right) (|\hat{x} - \rangle ; |\hat{x} + \rangle - |\hat{x} + \rangle ; |\hat{x} - \rangle).
\]  

(3.9.4)

Apart from the overall sign, which in any case is a matter of convention, we could have guessed this form directly from (3.9.1) because spin-singlet states have no preferred direction in space. Let us now suppose that observer A can choose to measure \( S_z \) or \( S_x \) of particle 1 by changing the orientation of his or her spin analyzer, while observer B always specializes in measuring \( S_x \) of particle 2. If A determines \( S_z \) of particle 1 to be positive, B clearly has a 50-50 chance for getting \( S_x + \) or \( S_x - \); even though \( S_z \) of particle 2 is known to be negative with certainty, its \( S_x \) is completely undetermined. On the other hand, let us suppose that A also chooses to measure \( S_z \); if observer A determines \( S_x \) of particle 1 to be positive, then without fail, observer B will measure \( S_x \) of particle 2 to be negative. Finally, if A chooses to make no measurement, B, of course, will have a 50-50 chance of getting \( S_x + \) or \( S_x - \). To sum up:

1. If A measures \( S_z \) and B measures \( S_x \), there is a completely random correlation between the two measurements.
2. If A measures \( S_x \) and B measures \( S_x \), there is a 100% (opposite sign) correlation between the two measurements.
3. If A makes no measurement, B’s measurements show random results.

Table 3.1 shows all possible results of such measurements when B and A are allowed to choose to measure \( S_x \) or \( S_z \).
TABLE 3.1. Spin-correlation Measurements

<table>
<thead>
<tr>
<th>Spin component measured by A</th>
<th>A's result</th>
<th>Spin component measured by B</th>
<th>B's result</th>
</tr>
</thead>
<tbody>
<tr>
<td>z</td>
<td>+</td>
<td>z</td>
<td>−</td>
</tr>
<tr>
<td>z</td>
<td>−</td>
<td>x</td>
<td>+</td>
</tr>
<tr>
<td>x</td>
<td>−</td>
<td>z</td>
<td>−</td>
</tr>
<tr>
<td>x</td>
<td>−</td>
<td>z</td>
<td>+</td>
</tr>
<tr>
<td>z</td>
<td>+</td>
<td>x</td>
<td>−</td>
</tr>
<tr>
<td>x</td>
<td>+</td>
<td>x</td>
<td>−</td>
</tr>
<tr>
<td>z</td>
<td>+</td>
<td>x</td>
<td>+</td>
</tr>
<tr>
<td>x</td>
<td>−</td>
<td>x</td>
<td>+</td>
</tr>
<tr>
<td>z</td>
<td>−</td>
<td>z</td>
<td>+</td>
</tr>
<tr>
<td>z</td>
<td>−</td>
<td>x</td>
<td>−</td>
</tr>
<tr>
<td>z</td>
<td>+</td>
<td>z</td>
<td>+</td>
</tr>
<tr>
<td>x</td>
<td>+</td>
<td>z</td>
<td>−</td>
</tr>
</tbody>
</table>

These considerations show that the outcome of B’s measurement appears to depend on what kind of measurement A decides to perform: an $S_x$ measurement, an $S_z$ measurement, or no measurement. Notice again that A and B can be miles apart with no possibility of communications or mutual interactions. Observer A can decide how to orient his or her spin-analyzer apparatus long after the two particles have separated. It is as though particle 2 “knows” which spin component of particle 1 is being measured.

The orthodox quantum-mechanical interpretation of this situation is as follows. A measurement is a selection (or filtration) process. When $S_z$ of particle 1 is measured to be positive, then component $|z+;z-\rangle$ is selected. A subsequent measurement of the other particle’s $S_z$ merely ascertains that the system is still in $|z+;z-\rangle$. We must accept that a measurement on what appears to be a part of the system is to be regarded as a measurement on the whole system.

**Einstein’s Locality Principle and Bell’s Inequality**

Many physicists have felt uncomfortable with the preceding orthodox interpretation of spin-correlation measurements. Their feelings are typified in the following frequently quoted remarks by A. Einstein, which we call Einstein’s locality principle: “But on one supposition we should, in my opinion, absolutely hold fast: The real factual situation of the system $S_2$ is independent of what is done with the system $S_1$, which is spatially separated from the former.” Because this problem was first discussed in a
1935 paper of A. Einstein, B. Podolsky, and N. Rosen, it is sometimes known as the Einstein-Podolsky-Rosen paradox.*

Some have argued that the difficulties encountered here are inherent in the probabilistic interpretations of quantum mechanics and that the dynamic behavior at the microscopic level appears probabilistic only because some yet unknown parameters—so-called hidden variables—have not been specified. It is not our purpose here to discuss various alternatives to quantum mechanics based on hidden-variable or other considerations. Rather, let us ask, Do such theories make predictions different from those of quantum mechanics? Until 1964, it could be thought that the alternative theories could be concocted in such a way that they would give no predictions, other than the usual quantum-mechanical predictions, that could be verified experimentally. The whole debate would have belonged to the realm of metaphysics rather than physics. It was then pointed out by J. S. Bell that the alternative theories based on Einstein's locality principle actually predict a testable inequality relation among the observables of spin-correlation experiments that disagrees with the predictions of quantum mechanics.

We derive Bell's inequality within the framework of a simple model, conceived by E. P. Wigner, that incorporates the essential features of the various alternative theories. Proponents of this model agree that it is impossible to determine $S_x$ and $S_z$ simultaneously. However, when we have a large number of spin $\frac{1}{2}$ particles, we assign a certain fraction of them to have the following property:

If $S_z$ is measured, we obtain a plus sign with certainty.
If $S_x$ is measured, we obtain a minus sign with certainty.

A particle satisfying this property is said to belong to type $(\hat{z}^+, \hat{x}^-)$. Notice that we are not asserting that we can simultaneously measure $S_z$ and $S_x$ to be $+$ and $-$, respectively. When we measure $S_z$, we do not measure $S_x$, and vice versa. We are assigning definite values of spin components in more than one direction with the understanding that only one or the other of the components can actually be measured. Even though this approach is fundamentally different from that of quantum mechanics, the quantum-mechanical predictions for $S_z$ and $S_x$ measurements performed on the spin-up $(S_z^+)$ state are reproduced provided there are as many particles belonging to type $(\hat{z}^+, \hat{x}^+)$ as to type $(\hat{z}^+, \hat{x}^-)$.

Let us now examine how this model can account for the results of spin-correlation measurements made on composite spin-singlet systems.

---

*To be historically accurate, the original Einstein-Podolsky-Rosen paper dealt with measurements of $x$ and $p$. The use of composite spin $\frac{1}{2}$ systems to illustrate the Einstein-Podolsky-Rosen paradox started with D. Bohm.
Clearly, for a particular pair, there must be a perfect matching between particle 1 and particle 2 to ensure zero total angular momentum: If particle 1 is of type \((\hat{z}+, \hat{x}^-)\), then particle 2 must belong to type \((\hat{z}−, \hat{x}+)\), and so forth. The results of correlation measurements, such as in Table 3.1, can be reproduced if particle 1 and particle 2 are matched as follows:

\[
\begin{align*}
\text{particle 1} & \quad \text{particle 2} \\
(\hat{z}+, \hat{x}−) & \leftrightarrow (\hat{z}−, \hat{x}+) \quad (3.9.5a) \\
(\hat{z}+, \hat{x}+) & \leftrightarrow (\hat{z}−, \hat{x}−) \quad (3.9.5b) \\
(\hat{z}−, \hat{x}+) & \leftrightarrow (\hat{z}+, \hat{x}−) \quad (3.9.5c) \\
(\hat{z}−, \hat{x}−) & \leftrightarrow (\hat{z}+, \hat{x}+) \quad (3.9.5d)
\end{align*}
\]

with equal populations, that is, 25% each. A very important assumption is implied here. Suppose a particular pair belongs to type \((3.9.5a)\) and observer A decides to measure \(S_z\) of particle 1; then he or she necessarily obtains a plus sign regardless of whether B decides to measure \(S_z\) or \(S_x\). It is in this sense that Einstein's locality principle is incorporated in this model: A’s result is predetermined independently of B’s choice as to what to measure.

In the examples considered so far, this model has been successful in reproducing the predictions of quantum mechanics. We now consider more-complicated situations where the model leads to predictions different from the usual quantum-mechanical predictions. This time we start with three unit vectors \(\hat{a}, \hat{b},\) and \(\hat{c}\), which are, in general, not mutually orthogonal. We imagine that one of the particles belongs to some definite type, say \((\hat{a}−, \hat{b}+, \hat{c}+)\), which means that if \(S\cdot\hat{a}\) is measured, we obtain a minus sign with certainty; if \(S\cdot\hat{b}\) is measured, we obtain a plus sign with certainty; if \(S\cdot\hat{c}\) is measured, we obtain a plus with certainty. Again there must be a perfect matching in the sense that the other particle necessarily belongs to type \((\hat{a}+, \hat{b}−, \hat{c}−)\) to ensure zero total angular momentum. In any given event, the particle pair in question must be a member of one of the eight types shown in Table 3.2. These eight possibilities are mutually exclusive and disjoint. The population of each type is indicated in the first column.

Let us suppose that observer A finds \(S_1\cdot\hat{a}\) to be plus and observer B finds \(S_2\cdot\hat{b}\) to be plus also. It is clear from Table 3.2 that the pair belong to either type 3 or type 4, so the number of particle pairs for which this situation is realized is \(N_3 + N_4\). Because \(N_i\) is positive semidefinite, we must have inequality relations like

\[
N_3 + N_4 \leq (N_2 + N_4) + (N_3 + N_7). \quad (3.9.6)
\]

Let \(P(\hat{a}+; \hat{b}+)\) be the probability that, in a random selection, observer A measures \(S_1\cdot\hat{a}\) to be + and observer B measures \(S_2\cdot\hat{b}\) to be +, and so on.
TABLE 3.2. Spin-component Matching in the Alternative Theories

<table>
<thead>
<tr>
<th>Population</th>
<th>Particle 1</th>
<th>Particle 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_1$</td>
<td>$(\hat{a}+, \hat{b}+, \hat{c}+)$</td>
<td>$(\hat{a}-, \hat{b}+, \hat{c}-)$</td>
</tr>
<tr>
<td>$N_2$</td>
<td>$(\hat{a}+, \hat{b}+, \hat{c}-)$</td>
<td>$(\hat{a}-, \hat{b}+, \hat{c}+)$</td>
</tr>
<tr>
<td>$N_3$</td>
<td>$(\hat{a}+, \hat{b}-, \hat{c}+)$</td>
<td>$(\hat{a}-, \hat{b}+, \hat{c}-)$</td>
</tr>
<tr>
<td>$N_4$</td>
<td>$(\hat{a}+, \hat{b}-, \hat{c}-)$</td>
<td>$(\hat{a}-, \hat{b}+, \hat{c}+)$</td>
</tr>
<tr>
<td>$N_5$</td>
<td>$(\hat{a}-, \hat{b}+, \hat{c}+)$</td>
<td>$(\hat{a}+, \hat{b}-, \hat{c}-)$</td>
</tr>
<tr>
<td>$N_6$</td>
<td>$(\hat{a}-, \hat{b}+, \hat{c}-)$</td>
<td>$(\hat{a}+, \hat{b}-, \hat{c}+)$</td>
</tr>
<tr>
<td>$N_7$</td>
<td>$(\hat{a}-, \hat{b}-, \hat{c}+)$</td>
<td>$(\hat{a}+, \hat{b}+)$</td>
</tr>
<tr>
<td>$N_8$</td>
<td>$(\hat{a}-, \hat{b}-, \hat{c}-)$</td>
<td>$(\hat{a}+, \hat{b}+, \hat{c}+)$</td>
</tr>
</tbody>
</table>

Clearly, we have

$$P(\hat{a}+; \hat{b}+) = \frac{(N_3 + N_4)}{\sum_i^8 N_i}. \quad (3.9.7)$$

In a similar manner, we obtain

$$P(\hat{a}+; \hat{c}+) = \frac{(N_2 + N_4)}{\sum_i^8 N_i} \quad \text{and} \quad P(\hat{c}+; \hat{b}+) = \frac{(N_3 + N_7)}{\sum_i^8 N_i}. \quad (3.9.8)$$

The positivity condition (3.9.6) now becomes

$$P(\hat{a}+; \hat{b}+) \leq P(\hat{a}+; \hat{c}+) + P(\hat{c}+; \hat{b}+). \quad (3.9.9)$$

This is Bell’s inequality, which follows from Einstein’s locality principle.

**Quantum Mechanics and Bell’s Inequality**

We now return to the world of quantum mechanics. In quantum mechanics we do not talk about a certain fraction of particle pairs, say $N_3/\sum_i^8 N_i$, belonging to type 3. Instead, we characterize all spin-singlet systems by the same ket (3.9.1); in the language of Section 3.4 we are concerned here with a pure ensemble. Using this ket and the rules of quantum mechanics we have developed, we can unambiguously calculate each of the three terms in inequality (3.9.9).

We first evaluate $P(\hat{a}+; \hat{b}+)$. Suppose observer A finds $S_1 \hat{a}$ to be positive; because of the 100% (opposite sign) correlation we discussed earlier, B’s measurement of $S_2 \hat{a}$ will yield a minus sign with certainty. But to calculate $P(\hat{a}+; \hat{b}+)$ we must consider a new quantization axis $\hat{b}$ that makes an angle $\theta_{ab}$ with $\hat{a}$; see Figure 3.9. According to the formalism of Section 3.2, the probability that the $S_2 \hat{b}$ measurement yields $+$ when particle 2 is known to be in an eigenket of $S_2 \hat{a}$ with negative eigenvalue is
given by
\[ \cos^2 \left[ \frac{(\pi - \theta_{ab})}{2} \right] = \sin^2 \left( \frac{\theta_{ab}}{2} \right). \]  
(3.9.10)

As a result, we obtain
\[ P(\hat{a} + ; \hat{b} +) = \left( \frac{1}{2} \right) \sin^2 \left( \frac{\theta_{ab}}{2} \right), \]  
(3.9.11)

where the factor \( \frac{1}{2} \) arises from the probability of initially obtaining \( S_1 \cdot \hat{a} \) with +. Using (3.9.11) and its generalization to the other two terms of (3.9.9), we can write Bell's inequality as
\[ \sin^2 \left( \frac{\theta_{ab}}{2} \right) \leq \sin^2 \left( \frac{\theta_{ac}}{2} \right) + \sin^2 \left( \frac{\theta_{cb}}{2} \right). \]  
(3.9.12)

We now show that inequality (3.9.12) is not always possible from a geometric point of view. For simplicity let us choose \( \hat{a}, \hat{b}, \) and \( \hat{c} \) to lie in a plane, and let \( \hat{c} \) bisect the two directions defined by \( \hat{a} \) and \( \hat{b} \):
\[ \theta_{ab} = 2\theta, \quad \theta_{ac} = \theta_{cb} = \theta. \]  
(3.9.13)

Inequality (3.9.12) is then violated for
\[ 0 < \theta < \frac{\pi}{2}. \]  
(3.9.14)

For example, take \( \theta = \pi/4 \); we then obtain
\[ 0.500 \leq 0.292 \]  
(3.9.15)

So the quantum-mechanical predictions are not compatible with Bell's inequality. There is a real observable—in the sense of being experimentally verifiable—difference between quantum mechanics and the alternative theories satisfying Einstein's locality principle.
Several experiments have been performed to test Bell’s inequality. In one of the experiments spin correlations between the final protons in low-energy proton-proton scattering were measured. In all other experiments photon-polarization correlations between a pair of photons in a cascade transition of an excited atom (Ca, Hg, …),

\[(J = 0) \frac{\gamma}{\gamma} (J = 1) \frac{\gamma}{\gamma} (J = 0), \]

or in the decay of a positronium (an \(e^+e^-\) bound state in \(^1S_0\)) were measured; studying photon-polarization correlations should be just as good in view of the analogy developed in Section 1.1:* 

\[
S_x + \rightarrow \hat{e} \quad \text{in } x\text{-direction},
\]

\[
S_x - \rightarrow \hat{e} \quad \text{in } y\text{-direction},
\]

\[
S_x + \rightarrow \hat{e} \quad \text{in } 45^\circ \text{ diagonal direction},
\]

\[
S_x - \rightarrow \hat{e} \quad \text{in } 135^\circ \text{ diagonal direction}.
\]

The results of all recent precision experiments have conclusively established that Bell’s inequality was violated, in one case by more than nine standard deviations. Furthermore, in all these experiments the inequality relation was violated in such a way that the quantum-mechanical predictions were fulfilled within error limits. In this controversy, quantum mechanics has triumphed with flying colors.

The fact that the quantum-mechanical predictions have been verified does not mean that the whole subject is now a triviality. Despite the experimental verdict we may still feel psychologically uncomfortable about many aspects of measurements of this kind. Consider in particular the following point: Right after observer A performs a measurement on particle 1, how does particle 2—which may, in principle, be many light years away from particle 1—get to “know” how to orient its spin so that the remarkable correlations apparent in Table 3.1 are realized? In one of the experiments to test Bell’s inequality (performed by A. Aspect and collaborators) the analyzer settings were changed so rapidly that A’s decision as to what to measure could not be made until it was too late for any kind of influence, traveling slower than light, to reach B.

We conclude this section by showing that despite these peculiarities we cannot use spin-correlation measurements to transmit any useful information between two macroscopically separated points. In particular, superluminal (faster than light) communications are impossible.

Suppose A and B both agree in advance to measure \(S_z\); then, without asking A, B knows precisely what A is getting. But this does not mean that

---

*It should be kept in mind here that by working with photons we are going outside the realm of nonrelativistic quantum mechanics, which is the subject of this book.
A and B are communicating; B just observes a random sequence of positive and negative signs. There is obviously no useful information contained in it. B verifies the remarkable correlations predicted by quantum mechanics only after he or she gets together with A and compares the notes (or computer sheets).

It might be thought that A and B can communicate if one of them suddenly changes the orientation of his or her analyzing apparatus. Let us suppose that A agrees initially to measure $S_z$, and $B, S_x$. The results of A's measurements are completely uncorrelated with the results of B's measurements, so there is no information transferred. But then, suppose A suddenly breaks his or her promise and without telling B starts measuring $S_x$. There are now complete correlations between A's results and B's results. However, B has no way of inferring that A has changed the orientation of his or her analyzer. B continues to see just a random sequence of +'s and −'s by looking at his or her own notebook only. So again there is no information transferred.

### 3.10. TENSOR OPERATORS

**Vector Operator**

We have been using notations such as $\mathbf{x}$, $\mathbf{p}$, $\mathbf{S}$, and $\mathbf{L}$, but as yet we have not systematically discussed their rotational properties. They are vector operators, but what are their properties under rotations? In this section we give a precise quantum-mechanical definition of vector operators based on their commutation relations with the angular-momentum operator. We then generalize to tensor operators with more-complicated transformation properties and derive an important theorem on the matrix elements of vector and tensor operators.

We all know that a vector in classical physics is a quantity with three components that transforms by definition like $V_i \rightarrow \sum_j R_{ij} V_j$ under a rotation. It is reasonable to demand that the expectation value of a vector operator $V$ in quantum mechanics be transformed like a classical vector under rotation. Specifically, as the state ket is changed under rotation according to

$$|\alpha\rangle \rightarrow \mathcal{D}(R)|\alpha\rangle,$$

the expectation value of $V$ is assumed to change as follows:

$$\langle \alpha|V_i |\alpha\rangle \rightarrow \langle \alpha|\mathcal{D}^\dagger(R)V_i \mathcal{D}(R)|\alpha\rangle = \sum_j R_{ij} \langle \alpha|V_j |\alpha\rangle.$$  \hspace{1cm} (3.10.2)

This must be true for an arbitrary ket $|\alpha\rangle$. Therefore,

$$\mathcal{D}^\dagger(R)V_i \mathcal{D}(R) = \sum_j R_{ij} V_j$$  \hspace{1cm} (3.10.3)
must hold as an **operator equation**, where $R_{i,j}$ is the $3 \times 3$ matrix that corresponds to rotation $R$.

Let us now consider a specific case, an infinitesimal rotation. When the rotation is infinitesimal, we have

$$\mathcal{D}(R) = 1 - \frac{i\varepsilon \mathbf{J} \cdot \mathbf{\hat{n}}}{\hbar}.$$  \hfill (3.10.4)

We can now write (3.10.3) as

$$V_i + \frac{\varepsilon}{i\hbar} [V_i, \mathbf{J} \cdot \mathbf{\hat{n}}] = \sum_j R_{i,j}(\mathbf{\hat{n}}; \varepsilon)V_j.$$ \hfill (3.10.5)

In particular, for $\mathbf{\hat{n}}$ along the $z$-axis, we have

$$R(\hat{z}; \varepsilon) = \begin{pmatrix} 1 & -\varepsilon & 0 \\ \varepsilon & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix},$$ \hfill (3.10.6)

so

$$i = 1: \quad V_x + \frac{\varepsilon}{i\hbar} [V_x, J_z] = V_x - \varepsilon V_y,$$ \hfill (3.10.7a)

$$i = 2: \quad V_y + \frac{\varepsilon}{i\hbar} [V_y, J_z] = \varepsilon V_x + V_y,$$ \hfill (3.10.7b)

$$i = 3: \quad V_z + \frac{\varepsilon}{i\hbar} [V_z, J_z] = V_z.$$ \hfill (3.10.7c)

This means that $\mathbf{V}$ must satisfy the commutation relations

$$[V_i, J_j] = i\varepsilon_{i,j,k} \hbar V_k.$$ \hfill (3.10.8)

Clearly, the behavior of $\mathbf{V}$ under a *finite* rotation is completely determined by the preceding commutation relations; we just apply the by-now familiar formula (2.3.47) to

$$\exp\left(\frac{iJ_j \phi}{\hbar}\right)V_i\exp\left(-\frac{iJ_j \phi}{\hbar}\right).$$ \hfill (3.10.9)

We simply need to calculate

$$[J_j, [J_j, [\cdots [J_j, V_i] \cdots]].$$ \hfill (3.10.10)

Multiple commutators keep on giving back to us $V_i$ or $V_k$ ($k \neq i, j$) as in spin case (3.2.7).

We can use (3.10.8) as the *defining* property of a vector operator. Notice that the angular-momentum commutation relations are a special case of (3.10.8) in which we let $V_i \rightarrow J_i, V_k \rightarrow J_k$. Other special cases are $[y, L_z] = i\hbar x, [x, L_z] = -i\hbar y, [p_x, L_z] = -i\hbar p_y, [p_y, L_z] = i\hbar p_x$; these can be proved explicitly.
**Cartesian Tensors Versus Irreducible Tensors**

In classical physics it is customary to define a tensor $T_{ijk\ldots}$ by generalizing $V_i \to \sum_j R_{ij} V_j$ as follows:

$$T_{ijk\ldots} \to \sum_{i'} \sum_{j'} \sum_{k'} \cdots R_{i'i} R_{jj'} \cdots T_{i'j'k'\ldots}$$

(3.10.11)

under a rotation specified by the $3 \times 3$ orthogonal matrix $R$. The number of indices is called the **rank** of a tensor. Such a tensor is known as a **Cartesian tensor**.

The simplest example of a Cartesian tensor of rank 2 is a **dyadic** formed out of two vectors $U$ and $V$. One simply takes a Cartesian component of $U$ and a Cartesian component of $V$ and puts them together:

$$T_{ij} = U_i V_j.$$  

(3.10.12)

Notice that we have nine components altogether. They obviously transform like (3.10.11) under rotation.

The trouble with a Cartesian tensor like (3.10.12) is that it is reducible—that is, it can be decomposed into objects that transform differently under rotations. Specifically, for the dyadic in (3.10.12) we have

$$U_i V_j = \frac{U \cdot V}{3} \delta_{ij} + \frac{(U_i V_j - U j V_i)}{2} + \left( \frac{U_i V_j + U j V_i}{2} - \frac{U \cdot V}{3} \delta_{ij} \right).$$

(3.10.13)

The first term on the right-hand side, $U \cdot V$, is a scalar product invariant under rotation. The second is an antisymmetric tensor which can be written as vector product $\varepsilon_{ijk}(U \times V)_k$. There are altogether 3 independent components. The last is a $3 \times 3$ symmetric traceless tensor with $5 ( = 6 - 1$, where 1 comes from the traceless condition) independent components. The number of independent components checks:

$$3 \times 3 = 1 + 3 + 5.$$  

(3.10.14)

We note that the numbers appearing on the right-hand side of (3.10.14) are precisely the multiplicities of objects with angular momentum $l = 0$, $l = 1$, and $l = 2$, respectively. This suggests that the dyadic has been decomposed into tensors that can transform like spherical harmonics with $l = 0$, 1, and 2. In fact, (3.10.13) is the simplest nontrivial example to illustrate the reduction of a Cartesian tensor into irreducible **spherical tensors**.

Before presenting the precise definition of a spherical tensor, we first give an example of a spherical tensor of rank $k$. Suppose we take a spherical harmonic $Y^m_l(\theta, \phi)$. We have already seen that it can be written as $Y^m_l(\hat{n})$, where the orientation of $\hat{n}$ is characterized by $\theta$ and $\phi$. We now replace $\hat{n}$ by some vector $V$. The result is that we have a spherical tensor of rank $k$ (in place of $l$) with magnetic quantum number $q$ (in place of $m$),
namely,
\[ T^{(k)}_q = Y^{m - q}_{-k}(V). \quad (3.10.15) \]

Specifically, in the case \( k = 1 \) we take spherical harmonics with \( l = 1 \) and replace \( z/r = (\hat{n})_z \) by \( V_z \), and so on.
\[
Y^{0}_1 = \sqrt{\frac{3}{4\pi}} \cos \theta = \sqrt{\frac{3}{4\pi}} \frac{z}{r} \to T^{(1)}_0 = \sqrt{\frac{3}{4\pi}} V_z, \]
\[
Y^{\pm 1}_1 = \pm \sqrt{\frac{3}{4\pi}} \frac{x \pm iy}{\sqrt{2}r} \to T^{(1)}_{\pm 1} = \sqrt{\frac{3}{4\pi}} \left( \pm \frac{V_x \pm iV_y}{\sqrt{2}} \right). \quad (3.10.16)
\]

Obviously this can be generalized for higher \( k \), for example,
\[
Y^{\pm 2}_2 = \sqrt{\frac{15}{32\pi}} \frac{(x \pm iy)^2}{r^2} \to T^{(2)}_{\pm 2} = \sqrt{\frac{15}{32\pi}} \left( V_x \pm iV_y \right)^2. \quad (3.10.17)
\]

\( T^{(k)}_q \) are irreducible, just as \( Y^{m}_l \) are. For this reason, working with spherical tensors is more satisfactory than working with Cartesian tensors.

To see the transformation of spherical tensors constructed in this manner, let us first review how \( Y^{m}_l \) transform under rotations. First, we have for the direction eigenket:
\[
|\hat{n}\rangle \to \mathcal{D}(R)|\hat{n}\rangle \equiv |\hat{n}'\rangle, \quad (3.10.18)
\]
which defines the rotated eigenket \(|\hat{n}'\rangle\). We wish to examine how \( Y^{m}_l(\hat{n}') = \langle \hat{n}'|l, m \rangle \) would look in terms of \( Y^{m}_l(\hat{n}) \). We can easily see this by starting with
\[
\mathcal{D}(R^{-1})|l, m\rangle = \sum_{m'} |l, m'\rangle \mathcal{D}^{(l)}_{m'm}(R^{-1}) \quad (3.10.19)
\]
and contracting with \( \langle \hat{n} | \) on the left, using (3.10.18):
\[
Y^{m}_l(\hat{n}') = \sum_{m'} Y^{m'}_l(\hat{n}) \mathcal{D}^{(l)}_{m'm}(R^{-1}). \quad (3.10.20)
\]

If there is an operator that acts like \( Y^{m}_l(V) \), it is then reasonable to expect
\[
\mathcal{D}^{\dagger}(R)Y^{m}_l(V)\mathcal{D}(R) = \sum_{m'} Y^{m'}_l(V) \mathcal{D}^{(l)*}_{mm'}(R), \quad (3.10.21)
\]
where we have used the unitarity of the rotation operator to rewrite \( \mathcal{D}^{(l)}_{mm'}(R^{-1}) \).

All this work is just to motivate the definition of a spherical tensor. We now consider spherical tensors in quantum mechanics. Motivated by (3.10.21) we define a spherical tensor operator of rank \( k \) with \((2k+1)\) components as
\[
\mathcal{D}^{\dagger}(R)T^{(k)}_q \mathcal{D}(R) = \sum_{q' = -k}^{k} \mathcal{D}^{(k)*}_{qq'}(R)T^{(k)}_{q'}. \quad (3.10.22a)
\]
or, equivalently,
\[ \mathcal{D}(R)T_q^{(k)}\mathcal{D}^\dagger(R) = \sum_{q'=-k}^k \mathcal{D}_{qq'}^{(k)}(R)T_{q'}^{(k)}. \] (3.10.22b)

This definition holds regardless of whether \( T_q^{(k)} \) can be written as \( Y_{l=-q}^m(V) \); for example, \( (U_+ + iU_-)(V_x + iV_y) \) is the \( q = +2 \) component of a spherical tensor of rank 2 even though, unlike \((V_x + iV_y)^2\), it cannot be written as \( Y_k^q(V) \).

A more convenient definition of a spherical tensor is obtained by considering the infinitesimal form of (3.10.22b), namely,
\[ \left(1 + \frac{iJ \cdot \hat{n}\varepsilon}{\hbar}\right)T_q^{(k)}\left(1 - \frac{iJ \cdot \hat{n}\varepsilon}{\hbar}\right) = \sum_{q'=-k}^k T_{q'}^{(k)}\langle kq'\mid \left(1 + \frac{iJ \cdot \hat{n}\varepsilon}{\hbar}\right)\mid kq\rangle \] (3.10.23)
or
\[ [J \cdot \hat{n}, T_q^{(k)}] = \sum_{q'} T_{q'}^{(k)}\langle kq'\mid J \cdot \hat{n}\mid kq\rangle. \] (3.10.24)

By taking \( \hat{n} \) in the \( \hat{z} \)- and in the \( (\hat{x} \pm i\hat{y}) \) directions and using the nonvanishing matrix elements of \( J_z \) and \( J_{\pm} \) [see (3.5.35b) and (3.5.41)], we obtain
\[ \left[ J_z, T_q^{(k)} \right] = \hbar q T_q^{(k)} \] (3.10.25a)
and
\[ \left[ J_{\pm}, T_q^{(k)} \right] = \hbar \sqrt{(k \mp q)(k \pm q + 1)} T_{q \pm 1}^{(k)}. \] (3.10.25b)
These commutation relations can be considered as a definition of spherical tensors in place of (3.10.22).

**Product of Tensors**

We have seen how to form a scalar, vector (or antisymmetric tensor), and a traceless symmetric tensor out of two vectors using the Cartesian tensor language. Of course, spherical tensor language can also be used (Baym 1969, Chapter 17), for example,

\[ T_0^{(0)} = -\frac{U \cdot V}{3} = \frac{(U_{+1}V_{-1} + U_{-1}V_{+1} - U_0V_0)}{3}, \]

\[ T_q^{(1)} = \frac{(U \times V)_q}{i\sqrt{2}}, \]

\[ T_{\pm 2}^{(2)} = U_{\pm 1}V_{\mp 1}, \]

\[ T_{\pm 1}^{(2)} = \frac{U_{\pm 1}V_0 + U_0V_{\pm 1}}{\sqrt{2}}, \]

\[ T_0^{(2)} = \frac{U_{+1}V_{-1} + 2U_0V_0 + U_{-1}V_{+1}}{\sqrt{6}}, \] (3.10.26)
where \( U_q(V_q) \) is the \( q \)th component of a spherical tensor of rank 1, corresponding to vector \( U(V) \). The preceding transformation properties can be checked by comparing with \( Y^{m}_r \) and remembering that \( U_{+1} = -(U_x + iU_y)/\sqrt{2}, \ U_{-1} = (U_x - iU_y)/\sqrt{2}, \ U_0 = U_z. \) A similar check can be made for \( V_{\pm 1,0} \). For instance,
\[
Y_2^0 = \sqrt{\frac{5}{16\pi}} \frac{3z^2 - r^2}{r^2},
\]
where \( 3z^2 - r^2 \) can be written as
\[
2z^2 + 2 \left[ -\frac{(x + iy)}{\sqrt{2}} \frac{(x - iy)}{\sqrt{2}} \right];
\]
hence, \( Y_2^0 \) is just a special case of \( T_0^{(2)} \) for \( U = V = r \).

A more systematic way of forming tensor products goes as follows. We start by stating a theorem:

**Theorem.** Let \( X_{q_1}^{(k_1)} \) and \( Z_{q_2}^{(k_2)} \) be irreducible spherical tensors of rank \( k_1 \) and \( k_2 \), respectively. Then
\[
T_q^{(k)} = \sum_{q_1} \sum_{q_2} \langle k_1 k_2; q_1 q_2 | k_1 k_2; k q \rangle X_{q_1}^{(k_1)} Z_{q_2}^{(k_2)} \tag{3.10.27}
\]
is a spherical (irreducible) tensor of rank \( k \).

**Proof.** We must show that under rotation \( T_q^{(k)} \) must transform according to (3.10.22)
\[
\mathcal{D}^\dagger(R) T_q^{(k)} \mathcal{D}(R) = \sum_{q_1} \sum_{q_2} \langle k_1 k_2; q_1 q_2 | k_1 k_2; k q \rangle
\]
\[
\times \mathcal{D}^\dagger(R) X_{q_1}^{(k_1)} \mathcal{D}(R) \mathcal{D}^\dagger(R) Z_{q_2}^{(k_2)} \mathcal{D}(R)
\]
\[
= \sum_{q_1} \sum_{q_2} \sum_{q_1'} \sum_{q_2'} \langle k_1 k_2; q_1 q_2 | k_1 k_2; k q \rangle
\]
\[
\times X_{q_1}^{(k_1)} \mathcal{D}(k_1)(R^{-1}) Z_{q_2}^{(k_2)} \mathcal{D}(k_2)(R^{-1})
\]
\[
= \sum_{k''} \sum_{q_1} \sum_{q_2} \sum_{q_1'} \sum_{q_2'} \sum_{q'} \langle k_1 k_2; q_1 q_2 | k_1 k_2; k q \rangle
\]
\[
\times \langle k_1 k_2; q_1 q_2 | k_1 k_2; k' q' \rangle
\]
\[
\times \mathcal{D}(k'')(R^{-1}) X_{q_1}^{(k_1)} Z_{q_2}^{(k_2)},
\]
where we have used the Clebsch-Gordan series formula (3.7.69). The preceding expression becomes
\[
= \sum_{k''} \sum_{q_1} \sum_{q_2} \sum_{q'} \delta_{k''} \delta_{q''} \langle k_1 k_2; q_1 q_2 | k_1 k_2; k' q' \rangle \mathcal{D}(k'')(R^{-1}) X_{q_1}^{(k_1)} Z_{q_2}^{(k_2)},
\]
where we have used the orthogonality of Clebsch-Gordan coefficients (3.7.42). Finally, this expression reduces to

\[
= \sum_{q'} \left( \sum_{q_1} \sum_{q_2} \langle k_1 k_2; q'_1 q'_2 | k_1 k_2; kq' \rangle X_{q_1}^{(k_1)} Z_{q_2}^{(k_2)} \right) \mathcal{D}_{q'q}^{(k)}(R^{-1})
\]

\[
= \sum_{q'} T_{q'}^{(k)} \mathcal{D}_{q'q}^{(k)}(R^{-1}) = \sum_{q'} \mathcal{D}_{q'q}^{(k)*}(R) T_{q'}^{(k)}
\]

The foregoing shows how we can construct tensor operators of higher or lower ranks by multiplying two tensor operators. Furthermore, the manner in which we construct tensor products out of two tensors is completely analogous to the manner in which we construct an angular-momentum eigenstate by adding two angular momentums; exactly the same Clebsch-Gordan coefficients appear if we let \( k_1, 2 \to j_1, 2, q_{1, 2} \to m_{1, 2} \).

**Matrix Elements of Tensor Operators; the Wigner-Eckart Theorem**

In considering the interactions of an electromagnetic field with atoms and nuclei, it is often necessary to evaluate matrix elements of tensor operators with respect to angular-momentum eigenstates. Examples of this will be given in Chapter 5. In general, it is a formidable dynamic task to calculate such matrix elements. However, there are certain properties of these matrix elements that follow purely from kinematic or geometric considerations, which we now discuss.

First, there is a very simple \( m \)-selection rule:

**\( m \)-selection Rule**

\[
\langle \alpha', j' m' | T_{q}^{(k)} | \alpha, j m \rangle = 0, \quad \text{unless} \quad m' = q + m. \quad (3.10.28)
\]

**Proof.** Using (3.10.25a), we have

\[
\langle \alpha', j' m' | [J_z, T_{q}^{(k)}] - h q T_{q}^{(k)} | \alpha, j m \rangle = [(m' - m)h - h q]
\]

\[
\times \langle \alpha', j' m' | T_{q}^{(k)} | \alpha, j m \rangle = 0;
\]

hence,

\[
\langle \alpha', j' m' | T_{q}^{(k)} | \alpha, j m \rangle = 0 \quad \text{unless} \quad m' = q + m. \quad \square
\]

Another way to see this is to note that transformation property of \( T_{q}^{(k)} | \alpha, j m \rangle \) under rotation, namely,

\[
\mathcal{D} T_{q}^{(k)} | \alpha, j m \rangle = \mathcal{D} T_{q}^{(k)} \mathcal{D} \mathcal{D} | \alpha, j m \rangle. \quad (3.10.29)
\]

If we now let \( \mathcal{D} \) stand for a rotation operator around the \( z \)-axis, we get [see
(3.10.22b) and (3.1.16)]
\[ \mathcal{D}(\hat{\mathbf{r}}, \phi) T_q^{(k)}|\alpha, jm\rangle = e^{-iq\phi}e^{-im\phi}T_q^{(k)}|\alpha, jm\rangle, \]  
(3.10.30)
which is orthogonal to $|\alpha', jm\rangle$ unless $q + m = m'$.

We are going to prove one of the most important theorems in quantum mechanics, the \textbf{Wigner-Eckart theorem}.

\textit{The Wigner-Eckart Theorem.} The matrix elements of tensor operators with respect to angular-momentum eigenstates satisfy
\[ \langle \alpha', j'm'|T_q^{(k)}|\alpha, jm\rangle = \langle jk; mq|jk; j'm'\rangle \frac{\langle \alpha'j'||T^{(k)}||\alpha j\rangle}{\sqrt{2j+1}}, \]
(3.10.31)
where the double-bar matrix element is independent of $m$ and $m'$, and $q$.

Before we present a proof of this theorem, let us look at its significance. First, we see that the matrix element is written as the product of two factors. The first factor is a Clebsch-Gordan coefficient for adding $j$ and $k$ to get $j'$. It depends only on the geometry, that is, the way the system is oriented with respect to the $z$-axis. There is no reference whatsoever to the particular nature of the tensor operator. The second factor does depend on the dynamics, for instance, $\alpha$ may stand for the radial quantum number and its evaluation may involve, for example, evaluation of radial integrals. On the other hand, it is completely independent of the magnetic quantum numbers $m$, $m'$, and $q$, which specify the orientation of the physical system. To evaluate $\langle \alpha', j'm'|T_q^{(k)}|\alpha, jm\rangle$ with various combinations of $m$, $m'$, and $q$ it is sufficient to know just one of them; all others can be related geometrically because they are proportional to Clebsch-Gordan coefficients, which are known. The common proportionality factor is $\langle \alpha'j'||T^{(k)}||\alpha j\rangle$, which makes no reference whatsoever to the geometric features.

The selection rules for the tensor operator matrix element can be immediately read off from the selection rules for adding angular momentum. Indeed, from the requirement that the Clebsch-Gordan coefficient be nonvanishing, we immediately obtain the $m$-selection rule (3.10.28) derived before and also the triangular relation
\[ |j - k| \leq j' \leq j + k. \]
(3.10.32)
Now we prove the theorem.

\textit{Proof.} Using (3.10.25b) we have
\[ \langle \alpha', j'm'|J_{\pm}, T_q^{(k)}|\alpha, jm\rangle = \hbar\sqrt{(k \pm q)(k \pm q + 1)} \langle \alpha', j'm'|T_q^{(k)}|\alpha, jm\rangle, \]
(3.10.33)
or using (3.5.39) and (3.5.40) we have
\[
\sqrt{(j' + m')} (j' + m' + 1) \langle \alpha', j', m' + 1 | T_q^{(k)} | \alpha, jm \rangle \\
= \sqrt{(j + m) (j + m + 1)} \langle \alpha', j' m' | T_q^{(k)} | \alpha, j, m \pm 1 \rangle \\
+ \sqrt{(k + q) (k + q + 1)} \langle \alpha', j' m' | T_q^{(k)} | \alpha, jm \rangle.
\] (3.10.34)

Compare this with the recursion relation for the Clebsch-Gordan coefficient (3.7.49). Note the striking similarity if we substitute \( j' \to j, m' \to m, \ j \to j_1, m \to m_1, k \to j_2, \) and \( q \to m_2. \) Both recursion relations are of the form \( \sum_j a_{ij} x_j = 0, \) that is, first-order linear homogeneous equations with the same coefficients \( a_{ij}. \) Whenever we have
\[
\sum_j a_{ij} x_j = 0, \quad \sum_j a_{ij} y_j = 0,
\] (3.10.35)
we cannot solve for the \( x_j \) (or \( y_j \)) individually but we can solve for the ratios; so
\[
\frac{x_j}{x_k} = \frac{y_j}{y_k} \quad \text{or} \quad x_j = cy_j,
\] (3.10.36)
where \( c \) is a universal proportionality factor. Noting that \( \langle j_1 j_2; m_1, m_2 \pm 1 | j_1 j_2; jm \rangle \) in the Clebsch-Gordan recursion relation (3.7.49) corresponds to \( \langle \alpha', j' m' | T_q^{(k)} | \alpha, jm \rangle, \) we see that
\[
\langle \alpha', j' m' | T_q^{(k)} | \alpha, jm \rangle = (\text{universal proportionality constant independent of} \ m, q, \text{and} \ m') \langle j k; m q \pm 1 | j k; j' m' \rangle,
\] (3.10.37)
which proves the theorem.

Let us now look at two simple examples of the Wigner-Eckart theorem.

**Example 1.** Tensor of rank 0, that is, scalar \( T_0^{(0)} = S. \) The matrix element of a scalar operator satisfies
\[
\langle \alpha', j' m' | S | \alpha, jm \rangle = \delta_{jj'} \delta_{mm'} \frac{\langle \alpha | j' | S | \alpha j \rangle}{\sqrt{2j + 1}}
\] (3.10.38)
because \( S \) acting on \( | \alpha, jm \rangle \) is like adding an angular momentum of zero. Thus the scalar operator cannot change \( j, m \) values.

**Example 2.** Vector operator which in the spherical tensor language is a rank 1 tensor. The spherical component of \( V \) can be written as \( V_{q-} = \pm 1.0, \) so we have the selection rule
\[
\Delta m \equiv m' - m = \pm 1,0 \quad \Delta j \equiv j' - j = \left\{ \begin{array}{ll} \pm 1 & \text{if} \ m' \neq m \\ 0 & \text{if} \ m' = m \end{array} \right.
\] (3.10.39)
In addition, the $0 \to 0$ transition is forbidden. This selection rule is of fundamental importance in the theory of radiation; it is the dipole selection rule obtained in the long-wavelength limit of emitted photons.*

For $j = j'$ the Wigner-Eckart theorem—when applied to the vector operator—takes a particularly simple form, often known as the projection theorem for obvious reasons.

**The Projection Theorem**

\[
\langle \alpha', j'm|V_q|\alpha, jm \rangle = \frac{\langle \alpha', j'm|J\cdot V|\alpha, jm \rangle}{\hbar^2 j(j+1)} \langle j'm|J_q|jm \rangle, \tag{3.10.40}
\]

where analogous to our discussion after (3.10.26) we choose

\[
J_{\pm 1} = \mp \frac{1}{\sqrt{2}} (J_x \pm iJ_y) = \mp \frac{1}{\sqrt{2}} J_{\pm}, \quad J_0 = J_z. \tag{3.10.41}
\]

**Proof.** Noting (3.10.26) we have

\[
\langle \alpha', jm|J\cdot V|\alpha, jm \rangle = \langle \alpha', jm|(J_0 V_0 - J_{+1} V_{-1} - J_{-1} V_{+1})|\alpha, jm \rangle
\]

\[
= m\hbar \langle \alpha', jm|V_0|\alpha, jm \rangle + \frac{\hbar}{\sqrt{2}} \sqrt{(j+m)(j-m+1)}
\]

\[
\times \langle \alpha', jm-1|V_{-1}|\alpha, jm \rangle 
\]

\[
- \frac{\hbar}{\sqrt{2}} \sqrt{(j-m)(j+m+1)} \langle \alpha', jm+1|V_{+1}|\alpha, jm \rangle
\]

\[
= c_{jm} \langle \alpha'|V||\alpha j \rangle \tag{3.10.42}
\]

by the Wigner-Eckart theorem (3.10.31), where $c_{jm}$ is independent of $\alpha, \alpha'$, and $V$, and the matrix elements of $V_{0, \pm 1}$ are all proportional to the double-bar matrix element (sometimes also called the reduced matrix element). Furthermore, $c_{jm}$ is independent of $m$ because $J\cdot V$ is a scalar operator, so we may as well write it as $c_j$. Because $c_j$ does not depend on $V$, (3.10.42) holds even if we let $V \to J$ and $\alpha' \to \alpha$, that is,

\[
\langle \alpha, jm|J^2|\alpha, jm \rangle = c_j \langle \alpha j||J||\alpha j \rangle. \tag{3.10.43}
\]

Returning to the Wigner-Eckart theorem applied to $V_q$ and $J_q$, we have

\[
\frac{\langle \alpha', j'm|V_q|\alpha, jm \rangle}{\langle \alpha, j'm|J_q|\alpha, jm \rangle} = \frac{\langle \alpha'|V||\alpha j \rangle}{\langle \alpha j||J||\alpha j \rangle}. \tag{3.10.44}
\]

---

*Additional parity selection rules are discussed in Chapter 4, Section 2. They lead to these E1 dipole selection rules.
But the right-hand side of (3.10.44) is the same as \( \langle \alpha', jm | J \cdot V | \alpha, jm \rangle \) 
over \( \langle \alpha, jm | J^2 | \alpha, jm \rangle \) by (3.10.42) and (3.10.43). Moreover, the left-hand side of (3.10.43) is just \( j(j+1)\hbar^2 \). So

\[
\langle \alpha', jm | V_q | \alpha, jm \rangle = \frac{\langle \alpha', jm | J \cdot V | \alpha, jm \rangle}{\hbar^2 j(j+1)} \langle jm | J_q | jm \rangle, \tag{3.10.45}
\]

which proves the projection theorem.  \( \square \)

We will give applications of the theorem in subsequent sections.

**PROBLEMS**

1. Find the eigenvalues and eigenvectors of \( \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \). Suppose an electron is in the spin state \( | \alpha \rangle \). If \( s_y \) is measured, what is the probability of the result \( \hbar/2 \)?

2. Consider the \( 2 \times 2 \) matrix defined by

\[
U = \frac{a_0 + i \sigma \cdot a}{a_0 - i \sigma \cdot a},
\]

where \( a_0 \) is a real number and \( a \) is a three-dimensional vector with real components.

   a. Prove that \( U \) is unitary and unimodular.

   b. In general, a \( 2 \times 2 \) unitary unimodular matrix represents a rotation in three dimensions. Find the axis and angle of rotation appropriate for \( U \) in terms of \( a_0, a_1, a_2, \) and \( a_3 \).

3. The spin-dependent Hamiltonian of an electron-positron system in the presence of a uniform magnetic field in the \( z \)-direction can be written as

\[
H = AS^{(e^-)} \cdot S^{(e^+)} + \left( \frac{eB}{mc} \right) \left( S_x^{(e^-)} - S_x^{(e^+)} \right).
\]

Suppose the spin function of the system is given by \( \chi^{(e^-)} \chi^{(e^+)} \).

   a. Is this an eigenfunction of \( H \) in the limit \( A \to 0, eB/mc \neq 0 \)? If it is, what is the energy eigenvalue? If it is not, what is the expectation value of \( H \)?

   b. Same problem when \( eB/mc \to 0, A \neq 0 \).

4. Consider a spin 1 particle. Evaluate the matrix elements of

\[
S_z(S_z + \hbar)(S_z - \hbar) \quad \text{and} \quad S_x(S_x + \hbar)(S_x - \hbar).
\]

5. Let the Hamiltonian of a rigid body be

\[
H = \frac{1}{2} \left( \frac{K_1^2}{I_1} + \frac{K_2^2}{I_2} + \frac{K_3^2}{I_3} \right),
\]

where \( K \) is the angular momentum in the body frame. From this
expression obtain the Heisenberg equation of motion for $K$ and then find Euler's equation of motion in the correspondence limit.

6. Let $U = e^{iG_3 \sigma_3} e^{iG_2 \sigma_2} e^{iG_1 \gamma}$, where $(\alpha, \beta, \gamma)$ are the Eulerian angles. In order that $U$ represent a rotation $(\alpha, \beta, \gamma)$, what are the commutation rules satisfied by the $G_k$? Relate $G$ to the angular momentum operators.

7. What is the meaning of the following equation:

$$U^{-1} A_k U = \sum R_{kl} A_l,$$

where the three components of $A$ are matrices? From this equation show that matrix elements $\langle m| A_k |n \rangle$ transform like vectors.

8. Consider a sequence of Euler rotations represented by

$$\mathcal{O}^{(1/2)}(\alpha, \beta, \gamma) = \exp \left( -\frac{i \sigma_3 \alpha}{2} \right) \exp \left( -\frac{i \sigma_2 \beta}{2} \right) \exp \left( -\frac{i \sigma_1 \gamma}{2} \right)$$

$$= \begin{pmatrix}
e^{-i(\alpha + \gamma)/2} \cos \frac{\beta}{2} & -e^{-i(\alpha - \gamma)/2} \sin \frac{\beta}{2} \\
e^{i(\alpha - \gamma)/2} \sin \frac{\beta}{2} & e^{i(\alpha + \gamma)/2} \cos \frac{\beta}{2}
\end{pmatrix}.$$ 

Because of the group properties of rotations, we expect that this sequence of operations is equivalent to a single rotation about some axis by an angle $\theta$. Find $\theta$.

9. a. Consider a pure ensemble of identically prepared spin $\frac{1}{2}$ systems. Suppose the expectation values $\langle S_x \rangle$ and $\langle S_y \rangle$ and the sign of $\langle S_z \rangle$ are known. Show how we may determine the state vector. Why is it unnecessary to know the magnitude of $\langle S_z \rangle$?

b. Consider a mixed ensemble of spin $\frac{1}{2}$ systems. Suppose the ensemble averages $[S_x]$, $[S_y]$, and $[S_z]$ are all known. Show how we may construct the $2 \times 2$ density matrix that characterizes the ensemble.

10. a. Prove that the time evolution of the density operator $\rho$ (in the Schrödinger picture) is given by

$$\rho(t) = \mathcal{U}(t, t_0) \rho(t_0) \mathcal{U}^\dagger(t, t_0).$$

b. Suppose we have a pure ensemble at $t = 0$. Prove that it cannot evolve into a mixed ensemble as long as the time evolution is governed by the Schrödinger equation.

11. Consider an ensemble of spin 1 systems. The density matrix is now a $3 \times 3$ matrix. How many independent (real) parameters are needed to characterize the density matrix? What must we know in addition to $[S_x]$, $[S_y]$, and $[S_z]$ to characterize the ensemble completely?

12. An angular-momentum eigenstate $|j, m = m_{\text{max}} = j\rangle$ is rotated by an infinitesimal angle $\epsilon$ about the $y$-axis. Without using the explicit form of the $d_{m_{\text{max}} m}^{(j)}$ function, obtain an expression for the probability for the new rotated state to be found in the original state up to terms of order $\epsilon^2$. 

13. Show that the $3 \times 3$ matrices $G_i$ ($i = 1, 2, 3$) whose elements are given by
\[
(G_i)_{jk} = -i\hbar \epsilon_{ijk},
\]
where $j$ and $k$ are the row and column indices, satisfy the angular momentum commutation relations. What is the physical (or geometric) significance of the transformation matrix that connects $G_i$ to the more usual $3 \times 3$ representations of the angular-momentum operator $J_i$ with $J_3$ taken to be diagonal? Relate your result to
\[
\mathbf{V} \rightarrow \mathbf{V} + \hat{n}\delta \phi \times \mathbf{V}
\]
under infinitesimal rotations. (Note: This problem may be helpful in understanding the photon spin.)

14. a. Let $\mathbf{J}$ be angular momentum. It may stand for orbital $\mathbf{L}$, spin $\mathbf{S}$, or $\mathbf{J}_{\text{total}}$. Using the fact that $J_x, J_y, J_z (J_\pm \equiv J_x \pm iJ_y)$ satisfy the usual angular-momentum commutation relations, prove
\[
J_z^2 = J_x^2 + J_y^2 - \hbar J_z.
\]

b. Using (a) (or otherwise), derive the “famous” expression for the coefficient $c_-$ that appears in
\[
J_- \psi_{jm} = c_- \psi_{j,m-1}.
\]

15. The wave function of a particle subjected to a spherically symmetrical potential $V(r)$ is given by
\[
\psi(x) = (x + y + 3z)f(r).
\]

a. Is $\psi$ an eigenfunction of $L_z^2$? If so, what is the $l$-value? If not, what are the possible values of $l$ we may obtain when $L_z^2$ is measured?

b. What are the probabilities for the particle to be found in various $m_l$ states?

c. Suppose it is known somehow that $\psi(x)$ is an energy eigenfunction with eigenvalue $E$. Indicate how we may find $V(r)$.

16. A particle in a spherically symmetrical potential is known to be in an eigenstate of $L_z^2$ and $L_z$ with eigenvalues $\hbar^2 l(l + 1)$ and $m\hbar$, respectively. Prove that the expectation values between $|lm\rangle$ states satisfy
\[
\langle L_x \rangle = \langle L_y \rangle = 0, \quad \langle L_z^2 \rangle = \langle L_z \rangle = \frac{l(l + 1)\hbar^2 - m^2\hbar^2}{2}.
\]
Interpret this result semiclassically.

17. Suppose a half-integer $l$-value, say $\frac{1}{2}$, were allowed for orbital angular momentum. From
\[
L_+ Y_{1/2,1/2}(\theta, \phi) = 0,
\]
we may deduce, as usual,
\[
Y_{1/2,1/2}(\theta, \phi) \propto e^{i\phi/2\sqrt{\sin \theta}}.
\]
Now try to construct \( Y_{1/2, -1/2}(\theta, \phi) \); by (a) applying \( L_- \) to \( Y_{1/2, 1/2}(\theta, \phi) \); and (b) using \( L_- Y_{1/2, -1/2}(\theta, \phi) = 0 \). Show that the two procedures lead to contradictory results. (This gives an argument against half-integer \( l \)-values for orbital angular momentum.)

18. Consider an orbital angular-momentum eigenstate \( |l = 2, m = 0 \rangle \). Suppose this state is rotated by an angle \( \beta \) about the \( y \)-axis. Find the probability for the new state to be found in \( m = 0, \pm 1, \) and \( \pm 2 \). (The spherical harmonics for \( l = 0, 1, \) and \( 2 \) given in Appendix A may be useful.)

19. What is the physical significance of the operators

\[ K_+ \equiv a_+^\dagger a_- \quad \text{and} \quad K_- \equiv a_+ a_- \]

in Schwinger’s scheme for angular momentum? Give the nonvanishing matrix elements of \( K_\pm \).

20. We are to add angular momenta \( j_1 = 1 \) and \( j_2 = 1 \) to form \( j = 2, 1, \) and \( 0 \) states. Using either the ladder operator method or the recursion relation, express all (nine) \( \{ j, m \} \) eigenkets in terms of \( |j_1, j_2; m_1 m_2 \rangle \). Write your answer as

\[ |j = 1, m=1 \rangle = \frac{1}{\sqrt{2}} |+, 0 \rangle - \frac{1}{\sqrt{2}} |0, + \rangle, \ldots, \]

where + and 0 stand for \( m_{1,2} = 1,0 \), respectively.

21. a. Evaluate

\[ \sum_{m = -j}^{j} |d_{jm}^{(j)}(\beta)|^2 m \]

for any \( j \) (integer or half-integer); then check your answer for \( j = \frac{1}{2} \).

b. Prove, for any \( j \),

\[ \sum_{m = -j}^{j} m^2 |d_{jm}^{(j)}(\beta)|^2 = \frac{1}{2} j(j+1) \sin^2 \beta + m^2 \frac{1}{2} (3 \cos^2 \beta - 1). \]

[Hint: This can be proved in many ways. You may, for instance, examine the rotational properties of \( J_z^2 \) using the spherical (irreducible) tensor language.]

22. a. Consider a system with \( j = 1 \). Explicitly write

\[ \langle j = 1, m \mid J_y \mid j = 1, m \rangle \]

in \( 3 \times 3 \) matrix form.

b. Show that for \( j = 1 \) only, it is legitimate to replace \( e^{-i J_y \beta / \hbar} \) by

\[ 1 - i \left( \frac{J_y}{\hbar} \right) \sin \beta - \left( \frac{J_y}{\hbar} \right)^2 (1 - \cos \beta). \]
c. Using (b), prove
\[ d^{(J=1)}(\beta) = \]
\[ \begin{pmatrix}
\left(\frac{1}{2}\right)(1 + \cos \beta) & -\left(\frac{1}{\sqrt{2}}\right) \sin \beta & \left(\frac{1}{2}\right)(1 - \cos \beta) \\
\left(\frac{1}{\sqrt{2}}\right) \sin \beta & \cos \beta & -\left(\frac{1}{\sqrt{2}}\right) \sin \beta \\
\left(\frac{1}{2}\right)(1 - \cos \beta) & \left(\frac{1}{\sqrt{2}}\right) \sin \beta & \left(\frac{1}{2}\right)(1 + \cos \beta)
\end{pmatrix}. \]

23. Express the matrix element \( \langle \alpha_2 \beta_2 \gamma_2 | J_3^2 | \alpha_1 \beta_1 \gamma_1 \rangle \) in terms of a series in \( \mathcal{D}^{\lambda}_{mn}(\alpha \beta \gamma) = \langle \alpha \beta \gamma | jmn \rangle \).

24. Consider a system made up of two spin \( \frac{1}{2} \) particles. Observer A specializes in measuring the spin components of one of the particles \( s_{1z}, s_{1x} \) and so on, while observer B measures the spin components of the other particle. Suppose the system is known to be in a spin-singlet state, that is, \( S_{\text{total}} = 0 \).
   a. What is the probability for observer A to obtain \( s_{1z} = \hbar/2 \) when observer B makes no measurement? Same problem for \( s_{1x} = \hbar/2 \).
   b. Observer B determines the spin of particle 2 to be in the \( s_{2z} = \hbar/2 \) state with certainty. What can we then conclude about the outcome of observer A's measurement if (i) A measures \( s_{1z} \) and (ii) A measures \( s_{1x} \)? Justify your answer.

25. Consider a spherical tensor of rank 1 (that is, a vector)
\[ V^{(1)}_{\pm 1} = \mp \frac{V_x \pm iV_y}{\sqrt{2}}, \quad V^{(1)}_0 = V_z. \]
Using the expression for \( d^{(J=1)} \) given in Problem 22, evaluate
\[ \sum q' d^{(1)}_{qq'}(\beta)V^{(1)}_{q'} \]
and show that your results are just what you expect from the transformation properties of \( V_{x,y,z} \) under rotations about the \( y \)-axis.

26. a. Construct a spherical tensor of rank 1 out of two different vectors \( U = (U_x, U_y, U_z) \) and \( V = (V_x, V_y, V_z) \). Explicitly write \( T^{(1)}_{\pm 1,0} \) in terms of \( U_{x,y,z} \) and \( V_{x,y,z} \).
   b. Construct a spherical tensor of rank 2 out of two different vectors \( U \) and \( V \). Write down explicitly \( T^{(2)}_{\pm 2, \pm 1,0} \) in terms of \( U_{x,y,z} \) and \( V_{x,y,z} \).

27. Consider a spinless particle bound to a fixed center by a central force potential.
a. Relate, as much as possible, the matrix elements

\[ \langle n', l', m' \mid \frac{1}{\sqrt{2}} (x \pm iy) \mid n, l, m \rangle \quad \text{and} \quad \langle n', l', m' \mid z \mid n, l, m \rangle \]

using only the Wigner-Eckart theorem. Make sure to state under what conditions the matrix elements are nonvanishing.

b. Do the same problem using wave functions \( \psi(x) = R_n(l)(r)Y_j^m(\theta, \phi) \).

28. a. Write \( xy, xz, \) and \( (x^2 - y^2) \) as components of a spherical (irreducible) tensor of rank 2.

b. The expectation value

\[ Q \equiv e \langle \alpha, j, m = j \mid (3z^2 - r^2) \mid \alpha, j, m = j \rangle \]

is known as the quadrupole moment. Evaluate

\[ e \langle \alpha, j, m' \mid (x^2 - y^2) \mid \alpha, j, m = j \rangle, \]

(where \( m' = j, j - 1, j - 2, \ldots \)) in terms of \( Q \) and appropriate Clebsch-Gordan coefficients.

29. A spin \( \frac{3}{2} \) nucleus situated at the origin is subjected to an external inhomogeneous electric field. The basic electric quadrupole interaction may be taken to be

\[ H_{\text{int}} = \frac{eQ}{2s(s-1)\hbar^2} \left[ \left( \frac{\partial^2 \phi}{\partial x^2} \right)_0 S_x^2 + \left( \frac{\partial^2 \phi}{\partial y^2} \right)_0 S_y^2 + \left( \frac{\partial^2 \phi}{\partial z^2} \right)_0 S_z^2 \right], \]

where \( \phi \) is the electrostatic potential satisfying Laplace's equation and the coordinate axes are so chosen that

\[ \left( \frac{\partial^2 \phi}{\partial x \partial y} \right)_0 = \left( \frac{\partial^2 \phi}{\partial y \partial z} \right)_0 = \left( \frac{\partial^2 \phi}{\partial x \partial z} \right)_0 = 0. \]

Show that the interaction energy can be written as

\[ A(3S_x^2 - S_y^2) + B(S_z^2 + S_x^2), \]

and express \( A \) and \( B \) in terms of \( (\partial^2 \phi / \partial x^2)_0 \) and so on. Determine the energy eigenkets (in terms of \( |m\rangle \), where \( m = \pm \frac{3}{2}, \pm \frac{1}{2} \)) and the corresponding energy eigenvalues. Is there any degeneracy?
Having studied the theory of rotation in detail, we are in a position to discuss, in more general terms, the connection between symmetries, degeneracies, and conservation laws. We have deliberately postponed this very important topic until now so that we can discuss it using the rotation symmetry of Chapter 3 as an example.

4.1. SYMMETRIES, CONSERVATION LAWS, AND DEGENERACIES

Symmetries in Classical Physics

We begin with an elementary review of the concepts of symmetry and conservation law in classical physics. In the Lagrangian formulation of quantum mechanics, we start with the Lagrangian $L$, which is a function of a generalized coordinate $q_i$ and the corresponding generalized velocity $\dot{q}_i$. If $L$ is unchanged under displacement,

$$q_i \rightarrow q_i + \delta q_i,$$  \hspace{1cm} (4.1.1)

then we must have

$$\frac{\partial L}{\partial q_i} = 0.$$  \hspace{1cm} (4.1.2)
It then follows, by virtue of the Lagrange equation, \( \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) - \frac{\partial L}{\partial q_i} = 0 \), that
\[
\frac{dp_i}{dt} = 0, \quad (4.1.3)
\]
where the canonical momentum is defined as
\[
p_i = \frac{\partial L}{\partial \dot{q}_i}. \quad (4.1.4)
\]
So if \( L \) is unchanged under displacement (4.1.1), then we have a conserved quantity, the canonical momentum conjugate to \( q_i \).

Likewise, in the Hamiltonian formulation based on \( H \) regarded as a function of \( q_i \) and \( p_i \), we have
\[
\frac{dp_i}{dt} = 0 \quad (4.1.5)
\]
whenever
\[
\frac{\partial H}{\partial q_i} = 0. \quad (4.1.6)
\]
So if the Hamiltonian does not explicitly depend on \( q_i \), which is another way of saying \( H \) has a symmetry under \( q_i \to q_i + \delta q_i \), we have a conserved quantity.

**Symmetry in Quantum Mechanics**

In quantum mechanics we have learned to associate a unitary operator, say \( \mathcal{S} \), with an operation like translation or rotation. It has become customary to call \( \mathcal{S} \) a symmetry operator regardless of whether the physical system itself possesses the symmetry corresponding to \( \mathcal{S} \). Further, we have learned that for symmetry operations that differ infinitesimally from the identity transformation, we can write
\[
\mathcal{S} = 1 - \frac{ie}{\hbar} G, \quad (4.1.7)
\]
where \( G \) is the Hermitian generator of the symmetry operator in question. Let us now suppose that \( H \) is invariant under \( \mathcal{S} \). We then have
\[
\mathcal{S}^\dagger H \mathcal{S} = H. \quad (4.1.8)
\]
But this is equivalent to
\[
\left[ G, H \right] = 0. \quad (4.1.9)
\]
By virtue of the Heisenberg equation of motion, we have
\[
\frac{dG}{dt} = 0; \quad (4.1.10)
\]
hence, $G$ is a constant of the motion. For instance, if $H$ is invariant under translation, then momentum is a constant of the motion; if $H$ is invariant under rotation, then angular momentum is a constant of the motion.

It is instructive to look at the connection between (4.1.9) and conservation of $G$ from the point of view of an eigenket of $G$ when $G$ commutes with $H$. Suppose at $t_0$ the system is in an eigenstate of $G$. Then the ket at a later time obtained by applying the time-evolution operator

$$|g', t_0; t\rangle = U(t, t_0)|g'\rangle$$

is also an eigenket of $G$ with the same eigenvalue $g'$. In other words, once a ket is a $G$ eigenket, it is always a $G$ eigenket with the same eigenvalue. The proof of this is extremely simple once we realize that (4.1.9) and (4.1.10) also imply that $G$ commutes with the time-evolution operator, namely,

$$G[U(t, t_0)|g'\rangle] = U(t, t_0)G|g'\rangle = g'[U(t, t_0)|g'\rangle].$$

(4.1.12)

**Degeneracies**

Let us now turn to the concept of degeneracies. Even though degeneracies may be discussed at the level of classical mechanics—for instance in discussing closed (nonprecessing) orbits in the Kepler problem (Goldstein 1980)—this concept plays a far more important role in quantum mechanics. Let us suppose that

$$[H, \mathcal{S}] = 0$$

(4.1.13)

for some symmetry operator and $|n\rangle$ is an energy eigenket with eigenvalue $E_n$. Then $\mathcal{S}|n\rangle$ is also an energy eigenket with the same energy, because

$$H(\mathcal{S}|n\rangle) = \mathcal{S}H|n\rangle = E_n(\mathcal{S}|n\rangle).$$

(4.1.14)

Suppose $|n\rangle$ and $\mathcal{S}|n\rangle$ represent different states. Then these are two states with the same energy, that is, they are degenerate. Quite often $\mathcal{S}$ is characterized by continuous parameters, say $\lambda$, in which case all states of the form $\mathcal{S}(\lambda)|n\rangle$ have the same energy.

We now consider rotation specifically. Suppose the Hamiltonian is rotationally invariant, so

$$[\mathcal{D}(R), H] = 0,$$

(4.1.15)

which necessarily implies that

$$[J, H] = 0, \quad [J^2, H] = 0.$$  

(4.1.16)

We can then form simultaneous eigenkets of $H$, $J^2$, and $J_z$, denoted by $|n; j, m\rangle$. The argument just given implies that all states of the form

$$\mathcal{D}(R)|n; j, m\rangle$$

(4.1.17)

have the same energy. We saw in Chapter 3 that under rotation different
$m$-values get mixed up. In general, $\mathcal{D}(R)|n; j, m\rangle$ is a linear combination of $2j + 1$ independent states. Explicitly,

$$\mathcal{D}(R)|n; j, m\rangle = \sum_{m'}|n; j, m'\rangle \mathcal{D}^{(j)}_{m'm}(R), \quad (4.1.18)$$

and by changing the continuous parameter that characterizes the rotation operator $\mathcal{D}(R)$, we can get different linear combinations of $|n; j, m\rangle$. If all states of form $\mathcal{D}(R)|n; j, m\rangle$ with arbitrary $\mathcal{D}(R)$ are to have the same energy, it is then essential that each of $|n; j, m\rangle$ with different $m$ must have the same energy. So the degeneracy here is $(2j + 1)$-fold, just equal to the number of possible $m$-values. This point is also evident from the fact that all states obtained by successively applying $J_{\pm}$, which commutes with $H$, to $|n; jm\rangle$ have the same energy.

As an application, consider an atomic electron whose potential is written as $V(r) + V_{LS}(r)L \cdot S$. Because $r$ and $L \cdot S$ are both rotationally invariant, we expect a $(2j + 1)$-fold degeneracy for each atomic level. On the other hand, suppose there is an external electric or magnetic field, say in the $z$-direction. The rotational symmetry is now manifestly broken; as a result, the $(2j + 1)$-fold degeneracy is no longer expected and states characterized by different $m$-values no longer have the same energy. We will examine how this splitting arises in Chapter 5.

### 4.2. DISCRETE SYMMETRIES, PARITY, OR SPACE INVERSION

So far we have considered continuous symmetry operators—that is, operations that can be obtained by applying successively infinitesimal symmetry operations. All symmetry operations useful in quantum mechanics are not necessarily of this form. In this chapter we consider three symmetry operations that can be considered to be discrete, as opposed to continuous—parity, lattice translation, and time reversal.

The first operation we consider is parity, or space inversion. The parity operation, as applied to transformation on the coordinate system, changes a right-handed (RH) system into a left-handed (LH) system, as shown in Figure 4.1. However, in this book we consider a transformation on state kets rather than on the coordinate system. Given $|\alpha\rangle$, we consider a space-inverted state, assumed to be obtained by applying a unitary operator $\pi$ known as the parity operator, as follows:

$$|\alpha\rangle \rightarrow \pi |\alpha\rangle. \quad (4.2.1)$$

We require the expectation value of $x$ taken with respect to the space-inverted state to be opposite in sign.

$$\langle \alpha | \pi ^\dagger x \pi |\alpha\rangle = -\langle \alpha |x |\alpha\rangle, \quad (4.2.2)$$
a very reasonable requirement. This is accomplished if

\[ \pi^\dagger x \pi = -x \]  \hspace{1cm} (4.2.3)

or

\[ x \pi = -\pi x, \]  \hspace{1cm} (4.2.4)

where we have used the fact that \( \pi \) is unitary. In other words, \( x \) and \( \pi \) must anticommute.

How does an eigenket of the position operator transform under parity? We claim that

\[ \pi |x'\rangle = e^{i\delta} |-x'\rangle \]  \hspace{1cm} (4.2.5)

where \( e^{i\delta} \) is a phase factor (\( \delta \) real). To prove this assertion let us note that

\[ x \pi |x'\rangle = -\pi x |x'\rangle = (-x')\pi |x'\rangle. \]  \hspace{1cm} (4.2.6)

This equation says that \( \pi |x'\rangle \) is an eigenket of \( x \) with eigenvalue \(-x'\), so it must be the same as a position eigenket \(|-x'\rangle\) up to a phase factor.

It is customary to take \( e^{-i\delta} = 1 \) by convention. Substituting this in (4.2.5), we have \( \pi^2 |x'\rangle = |x'\rangle \); hence, \( \pi^2 = 1 \)—that is, we come back to the same state by applying \( \pi \) twice. We easily see from (4.2.5) that \( \pi \) is now not only unitary but also Hermitian:

\[ \pi^{-1} = \pi^\dagger = \pi. \]  \hspace{1cm} (4.2.7)

Its eigenvalue can be only +1 or −1.

What about the momentum operator? The momentum \( p \) is like \( mdx/dt \), so it is natural to expect it to be odd under parity, like \( x \). A more satisfactory argument considers the momentum operator as the generator of translation. Since translation followed by parity is equivalent to parity followed by translation in the opposite direction, as can be seen from Figure
4.2, then
\[
\pi T(dx') = T(-dx') \pi
\]  
(4.2.8)
\[
\pi \left(1 - \frac{ip \cdot dx'}{\hbar}\right) \pi = 1 + \frac{ip \cdot dx'}{\hbar},
\]  
(4.2.9)
from which follows
\[
\{\pi, p\} = 0 \quad \text{or} \quad \pi^\dagger p\pi = -p.
\]  
(4.2.10)

We can now discuss the behavior of \( J \) under parity. First, for orbital angular momentum we clearly have
\[
[\pi, L] = 0
\]  
(4.2.11)
because
\[
L = \mathbf{x} \times p,
\]  
(4.2.12)
and both \( \mathbf{x} \) and \( p \) are odd under parity. However, to show that this property also holds for spin, it is best to use the fact that \( J \) is the generator of rotation. For \( 3 \times 3 \) orthogonal matrices, we have
\[
R^{\text{(parity)}}R^{\text{(rotation)}} = R^{\text{(rotation)}}R^{\text{(parity)}},
\]  
(4.2.13)
where explicitly
\[
R^{\text{(parity)}} = \begin{pmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{pmatrix};
\]  
(4.2.14)
that is, the parity and rotation operations commute. In quantum mechanics, it is natural to postulate the corresponding relation for the unitary operators, so
\[
\pi \mathcal{D}(R) = \mathcal{D}(R) \pi,
\]  
(4.2.15)

**FIGURE 4.2.** Translation followed by parity, and vice versa.
where $\mathcal{D}(R) = 1 - iJ \cdot \hat{n} \epsilon / \hbar$. From (4.2.15) it follows that

$$[\pi, J] = 0 \quad \text{or} \quad \pi^+ J \pi = J. \quad (4.2.16)$$

This together with (4.2.11) means that the spin operator (given by $J = L + S$) also transforms in the same way as $L$.

Under rotations, $x$ and $J$ transform in the same way, so they are both vectors, or spherical tensors, of rank 1. However, $x$ (or $p$) is odd under parity [see (4.2.3) and (4.2.10)], while $J$ is even under parity [see (4.2.16)]. Vectors that are odd under parity are called polar vectors, while vectors that are even under parity are called axial vectors, or pseudovectors.

Let us now consider operators like $S \cdot x$. Under rotations they transform like ordinary scalars, such as $S \cdot L$ or $x \cdot p$. Yet under space inversion we have

$$\pi^{-1} S \cdot x \pi = -S \cdot x, \quad (4.2.17)$$

while for ordinary scalars we have

$$\pi^{-1} L \cdot S \pi = L \cdot S \quad (4.2.18)$$

and so on. The operator $S \cdot x$ is an example of a pseudoscalar.

**Wave Functions Under Parity**

Let us now look at the parity property of wave functions. First, let $\psi$ be the wave function of a spinless particle whose state ket is $|\alpha\rangle$:

$$\psi(x') = \langle x' | \alpha \rangle. \quad (4.2.19)$$

The wave function of the space-inverted state, represented by the state ket $\pi |\alpha\rangle$, is

$$\langle x' | \pi |\alpha\rangle = \langle -x' | \alpha \rangle = \psi(-x'). \quad (4.2.20)$$

Suppose $|\alpha\rangle$ is an eigenket of parity. We have already seen that the eigenvalue of parity must be $\pm 1$, so

$$\pi |\alpha\rangle = \pm |\alpha\rangle. \quad (4.2.21)$$

Let us look at its corresponding wave function,

$$\langle x' | \pi |\alpha\rangle = \pm \langle x' |\alpha \rangle. \quad (4.2.22)$$

But we also have

$$\langle x' | \pi |\alpha\rangle = \langle -x' |\alpha \rangle, \quad (4.2.23)$$

so the state $|\alpha\rangle$ is even or odd under parity depending on whether the corresponding wave function satisfies

$$\psi(-x') = \pm \psi(x') \begin{cases} \text{even parity}, \\ \text{odd parity}. \end{cases} \quad (4.2.24)$$
Not all wave functions of physical interest have definite parities in the sense of (4.2.24). Consider, for instance, the momentum eigenket. The momentum operator anticommutes with the parity operator, so the momentum eigenket is not expected to be a parity eigenket. Indeed, it is easy to see that the plane wave, which is the wave function for a momentum eigenket, does not satisfy (4.2.24).

An eigenket of orbital angular momentum is expected to be a parity eigenket because \( \mathbf{L} \) and \( \pi \) commute [see (4.2.11)]. To see how an eigenket of \( \mathbf{L}^2 \) and \( L_z \) behaves under parity, let us examine the properties of its wave function under space inversion,

\[
\langle x'|\alpha, lm \rangle = R_\alpha(r) Y_l^m(\theta, \phi) . \tag{4.2.25}
\]

The transformation \( x' \to -x' \) is accomplished by letting

\[
\begin{align*}
    r & \to r \\
    \theta & \to \pi - \theta \quad (\cos \theta \to -\cos \theta) \\
    \phi & \to \phi + \pi \quad (e^{im\phi} \to (-1)^m e^{im\phi}).
\end{align*}
\]

Using the explicit form of

\[
Y_l^m = (-1)^m \sqrt{(2l+1)(l-m)! / 4\pi(l+m)!} \ P_l^m \cos \theta e^{im\phi} \tag{4.2.27}
\]

for positive \( m \), with (3.6.38), where

\[
P_l^m \cos \theta = \frac{(-1)^{m+l}}{2^l l!} \frac{(l+|m|)!}{(l-|m|)!} \sin^{-|m|} \theta \left( \frac{d}{d \cos \theta} \right)^l \sin^2 \theta , \tag{4.2.28}
\]

we can readily show that

\[
Y_l^m \to (-1)^l Y_l^m \tag{4.2.29}
\]

as \( \theta \) and \( \phi \) are changed, as in (4.2.26). Therefore, we can conclude that

\[
\pi |\alpha, lm \rangle = (-1)^l |\alpha, lm \rangle . \tag{4.2.30}
\]

It is actually not necessary to look at \( Y_l^m \); an easier way to obtain the same result is to work with \( m = 0 \) and note that \( L_+^l |l, m = 0 \rangle (r = 0, 1, \ldots, l) \) must have the same parity because \( \pi \) and \( (L_+^l)^\dagger \) commute.

Let us now look at the parity properties of energy eigenstates. We begin by stating a very important theorem.

**Theorem.** Suppose

\[
[H, \pi ] = 0 \tag{4.2.31}
\]

and \( |n \rangle \) is a nondegenerate eigenket of \( H \) with eigenvalue \( E_n \):

\[
H |n \rangle = E_n |n \rangle ; \tag{4.2.32}
\]
then $|n\rangle$ is also a parity eigenket.

**Proof.** We prove this theorem by first noting that

$$\frac{1}{2}(1 \pm \pi)|n\rangle$$

(4.2.33)

is a parity eigenket with eigenvalues $\pm 1$ (just use $\pi^2 = 1$). But this is also an energy eigenket with eigenvalue $E_n$. Furthermore, $|n\rangle$ and (4.2.33) must represent the same state, otherwise there would be two states with the same energy—a contradiction of our nondegenerate assumption. It therefore follows that $|n\rangle$, which is the same as (4.2.33) up to a multiplicative constant, must be a parity eigenket with parity $\pm 1$. $\square$

As an example, let us look at the simple harmonic oscillator (SHO). The ground state $|0\rangle$ has even parity because its wave function, being Gaussian, is even under $x' \rightarrow -x'$. The first excited state,

$$|1\rangle = a^\dagger|0\rangle,$$

(4.2.34)

must have an odd parity because $a^\dagger$ is linear in $x$ and $p$, which are both odd [see (2.3.2)]. In general, the parity of the $n$th excited state of the simple harmonic operator is given by $(-1)^n$.

It is important to note that the nondegenerate assumption is essential here. For instance, consider the hydrogen atom in nonrelativistic quantum mechanics. As is well known, the energy eigenvalues depend only on the principal quantum number $n$ (for example, $2p$ and $2s$ states are degenerate)—the Coulomb potential is obviously invariant under parity—yet an energy eigenket

$$c_p|2p\rangle + c_s|2s\rangle$$

(4.2.35)

is obviously not a parity eigenket.

As another example, consider a momentum eigenket. Momentum anticommutes with parity, so—even though free-particle Hamiltonian $H$ is invariant under parity—the momentum eigenket (though obviously an energy eigenket) is not a parity eigenket. Our theorem remains intact because we have here a degeneracy between $|p'\rangle$ and $|−p'\rangle$, which have the same energy. In fact, we can easily construct linear combinations $(1/\sqrt{2})(|p'\rangle \pm |−p'\rangle)$, which are parity eigenkets with eigenvalues $\pm 1$. In terms of wave-function language, $e^{ip' \cdot x'/\hbar}$ does not have a definite parity, but $\cos(p' \cdot x'/\hbar)$ and $\sin(p' \cdot x'/\hbar)$ do.

**Symmetrical Double-Well Potential**

As an elementary but instructive example, we consider a symmetrical double-well potential; see Figure 4.3. The Hamiltonian is obviously invariant under parity. In fact, the two lowest lying states are as shown in
Figure 4.3, we can see by working out the explicit solutions involving sine and cosine in classically allowed regions and sinh and cosh in the classically forbidden region. The solutions are matched where the potential is discontinuous; we call them the symmetrical state $|S\rangle$ and the antisymmetrical state $|A\rangle$. Of course, they are simultaneous eigenkets of $H$ and $\pi$. Calculation also shows that

$$E_A > E_S,$$  \hspace{1cm} (4.2.36)

which we can infer from Figure 4.3 by noting that the wave function of the antisymmetrical state has a greater curvature. The energy difference is very tiny if the middle barrier is high, a point which we will discuss later.

We can form

$$|R\rangle = \frac{1}{\sqrt{2}} (|S\rangle + |A\rangle)$$ \hspace{1cm} (4.2.37a)

and

$$|L\rangle = \frac{1}{\sqrt{2}} (|S\rangle - |A\rangle).$$ \hspace{1cm} (4.2.37b)

The wave functions of (4.2.37a) and (4.2.37b) are largely concentrated in the right-hand side and the left-hand side, respectively. They are obviously not parity eigenstates; in fact, under parity $|R\rangle$ and $|L\rangle$ are interchanged. Note that they are not energy eigenstates either. Indeed, they are classical examples of nonstationary states. To be precise, let us assume that the system is represented by $|R\rangle$ at $t = 0$. At a later time, we have

$$|R, t_0 = 0; t\rangle = \frac{1}{\sqrt{2}} (e^{-iE_s t/\hbar}|S\rangle + e^{-iE_A t/\hbar}|A\rangle)$$

$$= \frac{1}{\sqrt{2}} e^{-iE_s t/\hbar}(|S\rangle + e^{-i(E_A - E_s)t/\hbar}|A\rangle).$$ \hspace{1cm} (4.2.38)
At time $t = T/2 \equiv 2\pi\hbar / (E_A - E_S)$, the system is found in pure $|L\rangle$. At $t = T$, we are back to pure $|R\rangle$, and so forth. Thus, in general, we have an oscillation between $|R\rangle$ and $|L\rangle$ with angular frequency

$$\omega = \frac{(E_A - E_S)}{\hbar}.$$  \hspace{1cm} (4.2.39)

This oscillatory behavior can also be considered from the viewpoint of tunneling in quantum mechanics. A particle initially confined to the right-hand side can tunnel through the classically forbidden region (the middle barrier) into the left-hand side, then back to the right-hand side, and so on. But now let the middle barrier become infinitely high; see Figure 4.4. The $|S\rangle$ and $|A\rangle$ states are now degenerate, so (4.2.37a) and (4.2.37b) are also energy eigenkets even though they are not parity eigenkets. Once the system is found in $|R\rangle$, it remains so forever (oscillation time between $|S\rangle$ and $|A\rangle$ is now $\infty$). Because the middle barrier is infinitely high, there is no possibility for tunneling. Thus when there is degeneracy, the physically realizable energy eigenkets need not be parity eigenkets. We have a ground state which is asymmetrical despite the fact that the Hamiltonian itself is symmetrical under space inversion, so with degeneracy the symmetry of $H$ is not necessarily obeyed by energy eigenstates $|S\rangle$ and $|A\rangle$.

This is a very simple example of broken symmetry and degeneracy. Nature is full of situations analogous to this. Consider a ferromagnet. The basic Hamiltonian for iron atoms is rotationally invariant, but the ferromagnet clearly has a definite direction in space; hence, the (infinite) number of ground states is \textit{not} rotationally invariant, since the spins are all aligned along some definite (but arbitrary) direction.

A textbook example of a system that illustrates the actual importance of the symmetrical double well is an ammonia molecule, NH$_3$; see Figure 4.5. We imagine that the three H atoms form the three corners of an equilateral triangle. The N atom can be up or down, where the directions up and down are defined because the molecule is rotating around the axis as
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**Figure 4.4.** The symmetrical double well with an infinitely high middle barrier.
shown in Figure 4.5. The up and down positions for the N atom are analogous to \( R \) and \( L \) of the double-well potential. The parity and energy eigenstates are superpositions of Figure 4.5a and Figure 4.5b in the sense of (4.2.37a) and (4.2.37b), respectively, and the energy difference between the simultaneous eigenstates of energy and parity correspond to an oscillation frequency of 24,000 MHz—a wavelength of about 1 cm, which is in the microwave region. In fact, \( \text{NH}_3 \) is of fundamental importance in maser physics.

There are naturally occurring organic molecules, such as sugar or amino acids, which are of the \( R \)-type (or \( L \)-type) only. Such molecules which have definite handedness are called optical isomers. In many cases the oscillation time is practically infinite—on the order of \( 10^4 \)–\( 10^6 \) years—so \( R \)-type molecules remain right-handed for all practical purposes. It is amusing that if we attempt to synthesize such organic molecules in the laboratory, we find equal mixtures of \( R \) and \( L \). Why we have a preponderance of one type is nature’s deepest mystery. Is it due to a genetic accident, like the spiral shell of a snail or the fact that our hearts are on the left-hand side?

**Parity-Selection Rule**

Suppose \(|\alpha\rangle\) and \(|\beta\rangle\) are parity eigenstates:

\[
\pi |\alpha\rangle = \epsilon_\alpha |\alpha\rangle
\]  
(4.2.40a)
and
\[ \pi |\beta\rangle = \varepsilon_\beta |\beta\rangle, \]
where \( \varepsilon_\alpha, \varepsilon_\beta \) are the parity eigenvalues (±1). We can show that
\[ \langle \beta | x | \alpha \rangle = 0 \]
unless \( \varepsilon_\alpha = -\varepsilon_\beta \). In other words, the parity-odd operator \( x \) connects states of opposite parity. The proof of this follows:
\[ \langle \beta | x | \alpha \rangle = \langle \beta | \pi^{-1} x \pi^{-1} | \alpha \rangle = \varepsilon_\alpha \varepsilon_\beta (-\langle \beta | x | \alpha \rangle), \]
which is impossible for a finite nonzero \( \langle \beta | x | \alpha \rangle \) unless \( \varepsilon_\alpha \) and \( \varepsilon_\beta \) are opposite in sign. Perhaps the reader is familiar with this argument from
\[ \int \psi_\beta^* x \psi_\alpha \, d\tau = 0 \]
if \( \psi_\beta \) and \( \psi_\alpha \) have the same parity. This selection rule, due to Wigner, is of importance in discussing radiative transitions between atomic states. As we will discuss in greater detail later, radiative transitions take place between states of opposite parity as a consequence of multipole expansion formalism. This rule was known phenomenologically from analysis of spectral lines, before the birth of quantum mechanics, as Laporte's rule. It was Wigner who showed that Laporte's rule is a consequence of the parity-selection rule.

If the basic Hamiltonian \( H \) is invariant under parity, nondegenerate energy eigenstates [as a corollary of (4.2.43)] cannot possess a permanent electric dipole moment:
\[ \langle n | x | n \rangle = 0. \]
This follows trivially from (4.2.43), because with the nondegenerate assumption, energy eigenstates are also parity eigenstates [see (4.2.32) and (4.2.33)]. For a degenerate state, it is perfectly all right to have an electric dipole moment. We will see an example of this when we discuss the linear Stark effect in Chapter 5.

Our considerations can be generalized: Operators that are odd under parity, like \( p \) or \( S \cdot x \), have nonvanishing matrix elements only between states of opposite parity. In contrast, operators that are even under parity connect states of the same parity.

**Parity Nonconservation**

The basic Hamiltonian responsible for the so-called weak interaction of elementary particles is not invariant under parity. In decay processes we can have final states which are superpositions of opposite parity states. Observable quantities like the angular distribution of decay products can
4.3. Lattice Translation as a Discrete Symmetry

We now consider another kind of discrete symmetry operation, namely, lattice translation. This subject has extremely important applications in solid-state physics.

Consider a periodic potential in one dimension, where $V(x \pm a) = V(x)$, as depicted in Figure 4.6. Realistically, we may consider the motion depend on pseudoscalars such as $\langle S \rangle \cdot \mathbf{p}$. It is remarkable that parity conservation was believed to be a sacred principle until 1956, when Lee and Yang speculated that parity is not conserved in weak interactions and proposed crucial experiments to test the validity of parity conservation. Subsequent experiments indeed showed that observable effects do depend on pseudoscalar quantities such as correlation between $\langle S \rangle$ and $\mathbf{p}$. Because parity is not conserved in weak interactions, previously thought "pure" nuclear and atomic states are, in fact, parity mixtures. These subtle effects have also been found experimentally.

(b) FIGURE 4.6. (a) Periodic potential in one dimension with periodicity $a$. (b) The periodic potential when the barrier height between two adjacent lattice sites becomes infinite.
of an electron in a chain of regularly spaced positive ions. In general, the Hamiltonian is not invariant under a translation represented by \( \tau(l) \) with \( l \) arbitrary, where \( \tau(l) \) has the property (see Section 1.6)

\[
\tau^+(l)x\tau(l) = x + l, \quad \tau(l)|x\rangle = |x' + l\rangle. \tag{4.3.1}
\]

However, when \( l \) coincides with the lattice spacing \( a \), we do have

\[
\tau^+(a)V(x)\tau(a) = V(x + a) = V(x). \tag{4.3.2}
\]

Because the kinetic-energy part of the Hamiltonian \( H \) is invariant under the translation with any displacement, the entire Hamiltonian satisfies

\[
\tau^+(a)H\tau(a) = H. \tag{4.3.3}
\]

Because \( \tau(a) \) is unitary, we have [from (4.3.3)]

\[
[H, \tau(a)] = 0, \tag{4.3.4}
\]

so the Hamiltonian and \( \tau(a) \) can be simultaneously diagonalized. Although \( \tau(a) \) is unitary, it is not Hermitian, so we expect the eigenvalue to be a complex number of modulus 1.

Before we determine the eigenkets and eigenvalues of \( \tau(a) \) and examine their physical significance, it is instructive to look at a special case of periodic potential when the barrier height between two adjacent lattice sites is made to go to infinity, as in Figure 4.6b. What is the ground state for the potential of Figure 4.6b? Clearly, a state in which the particle is completely localized in one of the lattice sites can be a candidate for the ground state. To be specific let us assume that the particle is localized at the \( n \)th site and denote the corresponding ket by \( |n\rangle \). This is an energy eigenket with energy eigenvalue \( E_0 \), namely, \( H|n\rangle = E_0|n\rangle \). Its wave function \( \langle x'|n\rangle \) is finite only in the \( n \)th site. However, we note that a similar state localized at some other site also has the same energy \( E_0 \), so actually there are denumerably infinite ground states \( n \), where \( n \) runs from \(-\infty\) to \(+\infty\).

Now \( |n\rangle \) is obviously not an eigenket of the lattice-translation operator, because when the lattice-translation operator is applied to it, we obtain \( |n + 1\rangle \):

\[
\tau(a)|n\rangle = |n + 1\rangle. \tag{4.3.5}
\]

So despite the fact that \( \tau(a) \) commutes with \( H \), \( |n\rangle \)—which is an eigenket of \( H \)—is not an eigenket of \( \tau(a) \). This is quite consistent with our earlier theorem on symmetry because we have an infinitefold degeneracy. When there is such degeneracy, the symmetry of the world need not be the symmetry of energy eigenkets. Our task is to find a simultaneous eigenket of \( H \) and \( \tau(a) \).

Here we may recall how we handled a somewhat similar situation with the symmetrical double-well potential of the previous section. We noted that even though neither \( |R\rangle \) nor \( |L\rangle \) is an eigenket of \( \pi \), we could
easily form a symmetrical and an antisymmetrical combination of \( |R\rangle \) and \( |L\rangle \) that are parity eigenkets. The case is analogous here. Let us specifically form a linear combination
\[
|\theta\rangle \equiv \sum_{n = -\infty}^{\infty} e^{in\theta} |n\rangle, \tag{4.3.6}
\]
where \( \theta \) is a real parameter with \(-\pi \leq \theta \leq \pi\). We assert that \( |\theta\rangle \) is a simultaneous eigenket of \( H \) and \( \tau(a) \). That it is an \( H \) eigenket is obvious because \( |n\rangle \) is an energy eigenket with eigenvalue \( E_0 \), independent of \( n \). To show that it is also an eigenket of the lattice translation operator we apply \( \tau(a) \) as follows:
\[
\tau(a)|\theta\rangle = \sum_{n = -\infty}^{\infty} e^{in\theta} |n+1\rangle = \sum_{n = -\infty}^{\infty} e^{i(n-1)\theta} |n\rangle = e^{-i\theta} |\theta\rangle. \tag{4.3.7}
\]
Note that this simultaneous eigenket of \( H \) and \( \tau(a) \) is parameterized by a continuous parameter \( \theta \). Furthermore, the energy eigenvalue \( E_0 \) is independent of \( \theta \).

Let us now return to the more realistic situation of Figure 4.6a, where the barrier between two adjacent lattice sites is not infinitely high. We can construct a localized ket \( |n\rangle \) just as before with the property \( \tau(a)|n\rangle = |n+1\rangle \). However, this time we expect that there is some leakage possible into neighboring lattice sites due to quantum-mechanical tunneling. In other words, the wave function \( \langle x'|n\rangle \) has a tail extending to sites other than the \( n \)th site. The diagonal elements of \( H \) in the \( \{|n\rangle\} \) basis are all equal because of translation invariance, that is,
\[
\langle n|H|n\rangle = E_0, \tag{4.3.8}
\]
independent of \( n \), as before. However we suspect that \( H \) is not completely diagonal in the \( \{|n\rangle\} \) basis due to leakage. Now, suppose the barriers between adjacent sites are high (but not infinite). We then expect matrix elements of \( H \) between distant sites to be completely negligible. Let us assume that the only nondiagonal elements of importance connect immediate neighbors. That is,
\[
\langle n'|H|n\rangle \neq 0 \quad \text{only if } n' = n \quad \text{or} \quad n' = n \pm 1. \tag{4.3.9}
\]
In solid-state physics this assumption is known as the **tight-binding approximation**. Let us define
\[
\langle n \pm 1|H|n\rangle = -\Delta. \tag{4.3.10}
\]
Clearly, \( \Delta \) is again independent of \( n \) due to translation invariance of the Hamiltonian. To the extent that \( |n\rangle \) and \( |n'\rangle \) are orthogonal when \( n \neq n' \),
we obtain

\[ H|n\rangle = E_0|n\rangle - \Delta|n+1\rangle - \Delta|n-1\rangle. \]  \hspace{1cm} (4.3.11)

Note that \(|n\rangle\) is no longer an energy eigenket.

As we have done with the potential of Figure 4.6b, let us form a linear combination

\[ |\theta\rangle = \sum_{n=-\infty}^{\infty} e^{in\theta}|n\rangle. \]  \hspace{1cm} (4.3.12)

Clearly, \(|\theta\rangle\) is an eigenket of translation operator \(\tau(a)\) because the steps in (4.3.7) still hold. A natural question is, is \(|\theta\rangle\) an energy eigenket? To answer this question, we apply \(H\):

\[
H \sum e^{in\theta}|n\rangle = E_0 \sum e^{in\theta}|n\rangle - \Delta \sum e^{in\theta}|n+1\rangle - \Delta \sum e^{in\theta}|n-1\rangle \\
= E_0 \sum e^{in\theta}|n\rangle - \Delta \sum (e^{in\theta - i\theta} + e^{in\theta + i\theta})|n\rangle \\
= (E_0 - 2\Delta \cos \theta) \sum e^{in\theta}|n\rangle. \]  \hspace{1cm} (4.3.13)

The big difference between this and the previous situation is that the energy eigenvalue now depends on the continuous real parameter \(\theta\). The degeneracy is lifted as \(\Delta\) becomes finite, and we have a continuous distribution of energy eigenvalues between \(E_0 - 2\Delta\) and \(E_0 + 2\Delta\). See Figure 4.7, where we visualize how the energy levels start forming a continuous energy band as \(\Delta\) is increased from zero.

To see the physical meaning of the parameter \(\theta\) let us study the wave function \(\langle x'|\theta\rangle\). For the wave function of the lattice-translated state \(\tau(a)|\theta\rangle\),
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\caption{Energy levels forming a continuous energy band as \(\Delta\) is increased from zero.}
\end{figure}
we obtain
\[ \langle x'|\tau(a)|\theta \rangle = \langle x'-a|\theta \rangle \tag{4.3.14} \]
by letting \( \tau(a) \) act on \( \langle x' \rangle \). But we can also let \( \tau(a) \) operate on \( |\theta \rangle \) and use (4.3.7). Thus
\[ \langle x'|\tau(a)|\theta \rangle = e^{-i\theta}\langle x'|\theta \rangle, \tag{4.3.15} \]
so
\[ \langle x'-a|\theta \rangle = \langle x'|\theta \rangle e^{-i\theta}. \tag{4.3.16} \]
We solve this equation by setting
\[ \langle x'|\theta \rangle = e^{ikx'}u_k(x'), \tag{4.3.17} \]
with \( \theta = ka \), where \( u_k(x') \) is a periodic function with period \( a \), as we can easily verify by explicit substitutions, namely,
\[ e^{ik(x'-a)}u_k(x'-a) = e^{ikx'}u_k(x')e^{-ika}. \tag{4.3.18} \]
Thus we get the important condition known as **Bloch's theorem**: The wave function of \( |\theta \rangle \), which is an eigenket of \( \tau(a) \), can be written as a plane wave \( e^{ikx'} \) times a periodic function with periodicity \( a \). Notice that the only fact we used was that \( |\theta \rangle \) is an eigenket of \( \tau(a) \) with eigenvalue \( e^{-i\theta} \) [see (4.3.7)]. In particular, the theorem holds even if the tight-binding approximation (4.3.9) breaks down.

We are now in a position to interpret our earlier result (4.3.13) for \( |\theta \rangle \) given by (4.3.12). We know that the wave function is a plane wave characterized by the propagation wave vector \( k \) modulated by a periodic function \( u_k(x') \) [see (4.3.17)]. As \( \theta \) varies from \(-\pi\) to \( \pi \), the wave vector \( k \) varies from \(-\pi/a\) to \( \pi/a \). The energy eigenvalue \( E \) now depends on \( k \) as follows:
\[ E(k) = E_0 - 2\Delta \cos ka. \tag{4.3.19} \]
Notice that this energy eigenvalue equation is independent of the detailed shape of the potential as long as the tight-binding approximation is valid. Note also that there is a cutoff in the wave vector \( k \) of the Bloch wave function (4.3.17) given by \( |k| = \pi/a \). Equation (4.3.19) defines a dispersion curve, as shown in Figure 4.8. As a result of tunneling, the denumerably infinitefold degeneracy is now completely lifted, and the allowed energy values form a continuous band between \( E_0 - 2\Delta \) and \( E_0 + 2\Delta \), known as the **Brillouin zone**.

So far we have considered only one particle moving in a periodic potential. In a more realistic situation we must look at many electrons moving in such a potential. Actually the electrons satisfy the Pauli exclusion principle, as we will discuss more systematically in Chapter 6, and they start filling the band. In this way, the main qualitative features of metals,
semiconductors, and the like can be understood as a consequence of translation invariance supplemented by the exclusion principle.

The reader may have noted the similarity between the symmetrical double-well problem of Section 4.2 and the periodic potential of this section. Comparing Figures 4.3 and 4.6, we note that they can be regarded as opposite extremes (two versus infinite) of potentials with a finite number of troughs.

4.4. THE TIME-REVERSAL DISCRETE SYMMETRY

In this section we study another discrete symmetry operator, called time reversal. This is a difficult topic for the novice, partly because the term time reversal is a misnomer; it reminds us of science fiction. Actually what we do in this section can be more appropriately characterized by the term reversal of motion. Indeed, that is the terminology used by E. Wigner, who formulated time reversal in a very fundamental paper written in 1932.

For orientation purposes let us look at classical mechanics. Suppose there is a trajectory of a particle subject to a certain force field; see Figure 4.9. At $t = 0$, let the particle stop and reverse its motion: $p|_{t=0} \rightarrow -p|_{t=0}$. The particle traverses backward along the same trajectory. If you run the motion picture of trajectory (a) backward as in (b), you may have a hard time telling whether this is the correct sequence.

More formally, if $x(t)$ is a solution to

$$m\ddot{x} = -\nabla V(x), \quad (4.4.1)$$

then $x(-t)$ is also a possible solution in the same force field derivable from $V$. It is, of course, important to note that we do not have a dissipative force
A block sliding on a table decelerates (due to friction) and eventually stops. But have you ever seen a block on a table spontaneously start to move and accelerate?

With a magnetic field you may be able to tell the difference. Imagine that you are taking the motion picture of a spiraling electron trajectory in a magnetic field. You may be able to tell whether the motion picture is run forward or backward by comparing the sense of rotation with the magnetic pole labeling N and S. However, from a microscopic point of view, \( \mathbf{B} \) is produced by moving charges via an electric current; if you could reverse the current that causes \( \mathbf{B} \), then the situation would be quite symmetrical. In terms of the picture shown in Figure 4.10, you may have figured out that N and S are mislabeled! Another more formal way of saying all this is that the Maxwell equations, for example,

\[
\nabla \cdot \mathbf{E} = 4\pi \rho, \quad \nabla \times \mathbf{B} - \frac{1}{c} \frac{\partial \mathbf{E}}{\partial t} = \frac{4\pi j}{c}, \quad \nabla \times \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t}, \quad (4.4.2)
\]

and the Lorentz force equation \( \mathbf{F} = e[\mathbf{E} + (1/c)(\mathbf{v} \times \mathbf{B})] \) are invariant under \( t \rightarrow -t \) provided we also let

\[
\mathbf{E} \rightarrow \mathbf{E}, \quad \mathbf{B} \rightarrow -\mathbf{B}, \quad \rho \rightarrow \rho, \quad j \rightarrow -j, \quad \mathbf{v} \rightarrow -\mathbf{v}. \quad (4.4.3)
\]

Let us now look at wave mechanics, where the basic equation of the Schrödinger wave equation is

\[
i\hbar \frac{\partial \psi}{\partial t} = \left(-\frac{\hbar^2}{2m} \nabla^2 + V\right) \psi. \quad (4.4.4)
\]

Suppose \( \psi(x, t) \) is a solution. We can easily verify that \( \psi(x, -t) \) is not a solution, because of the appearance of the first-order time derivative. However, \( \psi^*(x, -t) \) is a solution, as you may verify by complex conjugation of (4.4.4). It is instructive to convince ourselves of this point for an
energy eigenstate, that is, by substituting
\[ \psi(x, t) = u_n(x) e^{-iE_n t / \hbar}, \quad \psi^*(x, -t) = u_n^*(x) e^{-iE_n t / \hbar} \quad (4.4.5) \]
into the Schrödinger equation (4.4.4). Thus we conjecture that time reversal must have something to do with complex conjugation. If at \( t = 0 \) the wave function is given by
\[ \psi = \langle x | \alpha \rangle, \quad (4.4.6) \]
then the wave function for the corresponding time-reversed state is given by \( \langle x | \alpha \rangle^* \). We will later show that this is indeed the case for the wave function of a spinless system. As an example, you may easily check this point for the wave function of a plane wave; see Problem 8 of this chapter.

**Digression on Symmetry Operations**

Before we begin a systematic treatment of the time-reversal operator, some general remarks on symmetry operations are in order. Consider a symmetry operation
\[ |\alpha\rangle \rightarrow |\bar{\alpha}\rangle, \quad |\beta\rangle \rightarrow |\bar{\beta}\rangle. \quad (4.4.7) \]
One may argue that it is natural to require the inner product \( \langle \beta | \alpha \rangle \) to be preserved, that is,
\[ \langle \bar{\beta} | \bar{\alpha} \rangle = \langle \beta | \alpha \rangle. \quad (4.4.8) \]
Indeed, for symmetry operations such as rotations, translations, and even parity, this is indeed the case. If \( |\alpha\rangle \) is rotated and \( |\beta\rangle \) is also rotated in the
same manner, $\langle \beta | \alpha \rangle$ is unchanged. Formally this arises from the fact that, for the symmetry operations considered in the previous sections, the corresponding symmetry operator is unitary, so

$$\langle \beta | \alpha \rangle \rightarrow \langle \beta | U^\dagger U | \alpha \rangle = \langle \beta | \alpha \rangle. \quad (4.4.9)$$

However, in discussing time reversal, we see that requirement (4.4.8) turns out to be too restrictive. Instead, we merely impose the weaker requirement that

$$|\langle \tilde{\beta} | \tilde{\alpha} \rangle| = |\langle \beta | \alpha \rangle|. \quad (4.4.10)$$

Requirement (4.4.8) obviously satisfies (4.4.10). But this is not the only way;

$$\langle \tilde{\beta} | \tilde{\alpha} \rangle = \langle \beta | \alpha \rangle^* = \langle \alpha | \beta \rangle \quad (4.4.11)$$

works equally well. We pursue the latter possibility in this section because from our earlier discussion based on the Schrödinger equation we inferred that time reversal has something to do with complex conjugation.

**Definition. The transformation**

$$|\alpha \rangle \rightarrow |\tilde{\alpha} \rangle = \theta |\alpha \rangle, \quad |\beta \rangle \rightarrow |\tilde{\beta} \rangle = \theta |\beta \rangle \quad (4.4.12)$$

*is said to be antilinear* if

$$\langle \tilde{\beta} | \tilde{\alpha} \rangle = \langle \beta | \alpha \rangle^*, \quad (4.4.13a)$$

$$\theta (c_1 |\alpha \rangle + c_2 |\beta \rangle) = c_1^* \theta |\alpha \rangle + c_2^* \theta |\beta \rangle. \quad (4.4.13b)$$

In such a case the operator $\theta$ is an antunitary operator. Relation (4.4.13b) alone defines an antilinear operator.

We now claim that an antunitary operator can be written as

$$\theta = UK, \quad (4.4.14)$$

where $U$ is a unitary operator and $K$ is the complex-conjugate operator that forms the complex conjugate of any coefficient that multiplies a ket (and stands on the right of $K$). Before checking (4.4.13) let us examine the property of the $K$ operator. Suppose we have a ket multiplied by a complex number $c$. We then have

$$Kc |\alpha \rangle = c^* K |\alpha \rangle. \quad (4.4.15)$$

One may further ask, What happens if $|\alpha \rangle$ is expanded in terms of base kets $\{|a'\rangle\}$? Under the action $K$ we have

$$|\alpha \rangle = \sum_{a'} |a'\rangle \langle a' | \alpha \rangle K \rightarrow |\tilde{\alpha} \rangle = \sum_{a'} \langle a' | \alpha \rangle^* K |a'\rangle$$

$$= \sum_{a'} \langle a' | \alpha \rangle^* |a'\rangle. \quad (4.4.16)$$

Notice that $K$ acting on the base ket does not change the base ket. The
explicit representation of \(|a'\rangle\) is

\[
|a'\rangle = \begin{pmatrix}
0 \\
0 \\
\vdots \\
0 \\
0 \\
1 \\
0 \\
\vdots \\
0
\end{pmatrix},
\] (4.4.17)

and there is nothing to be changed by \(K\). The reader may wonder, for instance, whether the \(S_y\) eigenkets for a spin \(\frac{1}{2}\) system change under \(K\). The answer is that if the \(S_y\) eigenkets are used as base kets, we must change the \(S_y\) eigenkets because the \(S_y\) eigenkets \((1.1.14)\) undergo under \(K\)

\[
K \left( \frac{1}{\sqrt{2}} |+\rangle \pm \frac{i}{\sqrt{2}} |\rightarrow\rangle \right) \rightarrow \frac{1}{\sqrt{2}} |+\rangle \mp \frac{i}{\sqrt{2}} |\rightarrow\rangle.
\] (4.4.18)

On the other hand, if the \(S_y\) eigenkets themselves are used as the base kets, we do not change the \(S_y\) eigenkets under the action of \(K\). Thus the effect of \(K\) changes with the basis. As a result, the form of \(U\) in \((4.4.14)\) also depends on the particular representation (that is, the choice of base kets) used. Gottfried puts it aptly: “If the basis is changed, the work of \(U\) and \(K\) has to be reapportioned.”

Returning to \(\theta = UK\) and \((4.4.13)\), let us first check property \((4.4.13b)\). We have

\[
\theta(c_1|\alpha\rangle + c_2|\beta\rangle) = UK(c_1|\alpha\rangle + c_2|\beta\rangle)
= c_1^*UK|\alpha\rangle + c_2^*UK|\beta\rangle
= c_1^*\theta|\alpha\rangle + c_2^*\theta|\beta\rangle,
\] (4.4.19)

so \((4.4.13b)\) indeed holds. Before checking \((4.4.13a)\), we assert that it is always safer to work with the action of \(\theta\) on kets only. We can figure out how the bras change just by looking at the corresponding kets. In particular, it is not necessary to consider \(\theta\) acting on bras from the right, nor is it necessary to define \(\theta^\dagger\). We have

\[
|\alpha\rangle \xrightarrow{\theta} |\tilde{\alpha}\rangle = \sum_{a'} \langle a'|\alpha\rangle^*UK|a'\rangle
= \sum_{a'} \langle a'|\alpha\rangle^*U|a'\rangle
= \sum_{a'} \langle \alpha|a'\rangle U|a'\rangle.
\] (4.4.20)
As for $|\beta\rangle$, we have

$$|	ilde{\beta}\rangle = \sum_{\alpha'} \langle a' | \beta \rangle^\ast U | a' \rangle \leftrightarrow \langle \tilde{\beta} | = \sum_{\alpha'} \langle a' | \beta \rangle \langle a' | U^\dagger,$$

$$\langle \tilde{\beta} | \tilde{a} \rangle = \sum_{\alpha''} \sum_{\alpha'} \langle a'' | \beta \rangle \langle a'' | U^\dagger U | a' \rangle \langle \alpha | a' \rangle$$

$$= \sum_{\alpha'} \langle \alpha | a' \rangle \langle a' | \beta \rangle = \langle \alpha | \beta \rangle$$

$$= \langle \beta | \alpha \rangle^\ast,$$  \hspace{1cm} (4.4.21)

so this checks.

In order for (4.4.10) to be satisfied, it is of physical interest to consider just two types of transformation—unitary and antiunitary. Other possibilities are related to either of the preceding via trivial phase changes. The proof of this assertion is actually very difficult and will not be discussed further here (Gottfried 1966, 226–28).

**Time-Reversal Operator**

We are finally in a position to present a formal theory of time reversal. Let us denote the time-reversal operator by $\Theta$, to be distinguished from $\theta$, a general antiunitary operator. Consider

$$|\alpha\rangle \rightarrow \Theta |\alpha\rangle,$$  \hspace{1cm} (4.4.22)

where $\Theta |\alpha\rangle$ is the time-reversed state. More appropriately, $\Theta |\alpha\rangle$ should be called the motion-reversed state. If $|\alpha\rangle$ is a momentum eigenstate $|p\rangle$, we expect $\Theta |\alpha\rangle$ to be $|−p\rangle$ up to a possible phase. Likewise, $J$ is to be reversed under time reversal.

We now deduce the fundamental property of the time-reversal operator by looking at the time evolution of the time-reversed state. Consider a physical system represented by a ket $|\alpha\rangle$, say at $t = 0$. Then at a slightly later time $t = \delta t$, the system is found in

$$|\alpha, t_0 = 0; t = \delta t\rangle = \left(1 - \frac{iH}{\hbar} \delta t\right) |\alpha\rangle,$$  \hspace{1cm} (4.4.23)

where $H$ is the Hamiltonian that characterizes the time evolution. Instead of the preceding equation, suppose we first apply $\Theta$, say at $t = 0$, and then let the system evolve under the influence of the Hamiltonian $H$. We then have at $\delta t$

$$\left(1 - \frac{iH\delta t}{\hbar}\right) \Theta |\alpha\rangle.$$  \hspace{1cm} (4.4.24a)

If motion obeys symmetry under time reversal, we expect the preceding state ket to be the same as

$$\Theta |\alpha, t_0 = 0; t = -\delta t\rangle$$  \hspace{1cm} (4.4.24b)
that is, first consider a state ket at earlier time $t = -\delta t$, and then reverse $p$ and $J$; see Figure 4.11. Mathematically,

$$
\left(1 - \frac{iH}{\hbar}\delta t\right)\Theta|\alpha\rangle = \Theta\left(1 - \frac{iH}{\hbar}(-\delta t)\right)|\alpha\rangle.
$$

(4.4.25)

If the preceding relation is to be true for any ket, we must have

$$
-iH\Theta|\rangle = \Theta iH|\rangle,
$$

(4.4.26)

where the blank ket $|\rangle$ emphasizes that (4.4.26) is to be true for any ket.

We now argue that $\Theta$ cannot be unitary if the motion of time reversal is to make sense. Suppose $\Theta$ were unitary. It would then be legitimate to cancel the $i$'s in (4.4.26), and we would have the operator equation

$$
-H\Theta = \Theta H.
$$

(4.4.27)

Consider an energy eigenket $|n\rangle$ with energy eigenvalue $E_n$. The corresponding time-reversed state would be $\Theta|n\rangle$, and we would have, because of (4.4.27),

$$
H\Theta|n\rangle = -\Theta H|n\rangle = (-E_n)\Theta|n\rangle.
$$

(4.4.28)

This equation says that $\Theta|n\rangle$ is an eigenket of the Hamiltonian with energy eigenvalues $-E_n$. But this is nonsensical even in the very elementary case of a free particle. We know that the energy spectrum of the free particle is positive semidefinite—from 0 to $+\infty$. There is no state lower than a

**FIGURE 4.11.** Momentum before and after time reversal at time $t = 0$ and $t = \pm \delta t$. 
particle at rest (momentum eigenstate with momentum eigenvalue zero); the energy spectrum ranging from \(-\infty\) to 0 would be completely unacceptable. We can also see this by looking at the structure of the free-particle Hamiltonian. We expect \(p\) to change sign but not \(p^2\); yet (4.4.27) would imply that

\[
\Theta^{-1} \frac{p^2}{2m} \Theta = \frac{-p^2}{2m}.
\]  

(4.4.29)

All these arguments strongly suggest that if time reversal is to be a useful symmetry at all, we are not allowed to cancel the \(i\)'s in (4.4.26); hence, \(\Theta\) had better be antiunitary. In this case the right-hand side of (4.4.26) becomes

\[
\Theta i H |\rangle = -i \Theta H |\rangle
\]  

(4.4.30)

by antilinear property (4.4.13b). Now at last we can cancel the \(i\)'s in (4.4.26) leading, finally, via (4.4.30) to

\[
\Theta H = H \Theta.
\]  

(4.4.31)

Equation (4.4.31) expresses the fundamental property of the Hamiltonian under time reversal. With this equation the difficulties mentioned earlier [see (4.4.27) to (4.4.29)] are absent, and we obtain physically sensible results. From now on we will always take \(\Theta\) to be antiunitary.

We mentioned earlier that it is best to avoid an antiunitary operator acting on bras from the right. Nevertheless, we may use

\[
\langle \beta | \Theta | \alpha \rangle,
\]  

(4.4.32)

which is always to be understood as

\[
(\langle \beta | \cdot (\Theta | \alpha \rangle)
\]  

(4.4.33)

and never as

\[
(\langle \beta | \Theta \cdot | \alpha \rangle).
\]  

(4.4.34)

In fact, we do not even attempt to define \(\langle \beta | \Theta\). This is one place where the Dirac bra-ket notation is a little confusing. After all, that notation was invented to handle linear operators, not antilinear operators.

With this cautionary remark, we are in a position to discuss the behavior of operators under time reversal. We continue to take the point of view that the \(\Theta\) operator is to act on kets

\[
|\tilde{\alpha}\rangle = \Theta |\alpha\rangle, \quad |\tilde{\beta}\rangle = \Theta |\beta\rangle,
\]  

(4.4.35)

yet it is often convenient to talk about operators—in particular, observables—which are odd or even under time reversal. We start with an important identity, namely,

\[
\langle \beta | \Theta | \alpha \rangle = \langle \tilde{\alpha} | \Theta \Theta^{-1} | \tilde{\beta} \rangle,
\]  

(4.4.36)

where \(\otimes\) is a linear operator. This identity follows solely from the anti-
unitary nature of $\Theta$. To prove this let us define

$$|\gamma\rangle \equiv \Theta^\dagger |\beta\rangle.$$  \hspace{1cm} (4.4.37)

By dual correspondence we have

$$|\gamma\rangle \leftrightarrow D \langle \beta|\Theta = \langle \gamma|.$$  \hspace{1cm} (4.4.38)

Hence,

$$\langle \beta|\Theta|\alpha\rangle = \langle \gamma|\alpha\rangle = \langle \tilde{\alpha}|\tilde{\gamma}\rangle$$

$$= \langle \tilde{\alpha}|\Theta^\dagger \Theta |\beta\rangle = \langle \tilde{\alpha}|\Theta^\dagger \Theta^{-1} \Theta |\beta\rangle$$

$$= \langle \tilde{\alpha}|\Theta^\dagger \Theta^{-1} |\tilde{\beta}\rangle,$$  \hspace{1cm} (4.4.39)

which proves the identity. In particular, for Hermitian observables $A$ we get

$$\langle \beta|A|\alpha\rangle = \langle \tilde{\alpha}|\Theta A \Theta^{-1} |\tilde{\beta}\rangle.$$  \hspace{1cm} (4.4.40)

We say that observables are even or odd under time reversal according to whether we have the upper or lower sign in

$$\Theta A \Theta^{-1} = \pm A.$$  \hspace{1cm} (4.4.41)

Note that this equation, together with (4.4.40), gives a phase restriction on the matrix elements of $A$ taken with respect to time reversed states as follows:

$$\langle \beta|A|\alpha\rangle = \pm \langle \tilde{\beta}|A|\tilde{\alpha}\rangle^*.$$  \hspace{1cm} (4.4.42)

If $|\beta\rangle$ is identical to $|\alpha\rangle$, so that we are talking about expectation values, we have

$$\langle \alpha|A|\alpha\rangle = \pm \langle \tilde{\alpha}|A|\tilde{\alpha}\rangle,$$  \hspace{1cm} (4.4.43)

where $\langle \tilde{\alpha}|A|\tilde{\alpha}\rangle$ is the expectation value taken with respect to the time-reversed state.

As an example, let us look at the expectation value of $p$. It is reasonable to expect that the expectation value of $p$ taken with respect to the time-reversed state be of opposite sign. Thus

$$\langle \alpha|p|\alpha\rangle = - \langle \tilde{\alpha}|p|\tilde{\alpha}\rangle,$$  \hspace{1cm} (4.4.44)

so we take $p$ to be an odd operator, namely,

$$\Theta p \Theta^{-1} = -p.$$  \hspace{1cm} (4.4.45)

This implies that

$$p \Theta p^\prime = - \Theta p \Theta^{-1} \Theta |p^\prime\rangle$$

$$= (p') \Theta |p^\prime\rangle.$$  \hspace{1cm} (4.4.46)

Equation (4.4.46) agrees with our earlier assertion that $\Theta |p^\prime\rangle$ is a momentum eigenket with eigenvalue $-p'$. It can be identified with $|-p^\prime\rangle$ itself with a
suitable choice of phase. Likewise, we obtain

$$\Theta x \Theta^{-1} = x$$

$$\Theta|x\rangle = |x\rangle \quad \text{(up to a phase)}$$  \hspace{1cm} (4.4.47)

from the (eminently reasonable) requirement

$$\langle \alpha|x|\alpha \rangle = \langle \tilde{\alpha}|x|\tilde{\alpha} \rangle.$$  \hspace{1cm} (4.4.48)

We can now check the invariance of the fundamental commutation relation

$$[x_i, p_j] = i\hbar \delta_{ij}.$$  \hspace{1cm} (4.4.49)

where the blank ket $| \rangle$ stands for any ket. Applying $\Theta$ to both sides of (4.4.49), we have

$$\Theta[x_i, p_j] \Theta^{-1} = \Theta i\hbar \delta_{ij} \Theta^{-1},$$  \hspace{1cm} (4.4.50)

which leads to, after passing $\Theta$ through $i\hbar$,

$$[x_i, (-p_j)] \Theta = -i\hbar \delta_{ij} \Theta.$$  \hspace{1cm} (4.4.51)

Note that the fundamental commutation relation $[x_i, p_j] = i\hbar \delta_{ij}$ is preserved by virtue of the fact that $\Theta$ is antiunitary. This can be given as yet another reason for taking $\Theta$ to be antiunitary; otherwise, we will be forced to abandon either (4.4.45) or (4.4.47)! Similarly, to preserve

$$[J_i, J_j] = i\hbar \epsilon_{ijk} J_k,$$  \hspace{1cm} (4.4.52)

the angular-momentum operator must be odd under time reversal, that is,

$$\Theta J \Theta^{-1} = -J.$$  \hspace{1cm} (4.4.53)

This is consistent for spinless system where $J$ is just $x \times p$. Alternatively, we could have deduced this relation by noting that the rotational operator and the time-reversal operator commute (note the extra $i$!).

**Wave Function**

Suppose at some given time, say at $t = 0$, a spinless single-particle system is found in a state represented by $|\alpha\rangle$. Its wave function $\langle x'|\alpha\rangle$ appears as the expansion coefficient in the position representation

$$|\alpha\rangle = \int d^3x' |x'\rangle \langle x'|\alpha\rangle.$$  \hspace{1cm} (4.4.54)

Applying the time-reversal operator

$$\Theta |\alpha\rangle = \int d^3x' \Theta |x'\rangle \langle x'|\alpha\rangle^*$$

$$= \int d^3x' |x'\rangle \langle x'|\alpha\rangle^*,$$  \hspace{1cm} (4.4.55)

where we have chosen the phase convention so that $\Theta |x'\rangle$ is $|x'\rangle$ itself. We
then recover the rule
\[ \psi(x') \rightarrow \psi^*(x') \]  \hspace{1cm} (4.4.56)

inferred earlier by looking at the Schrödinger wave equation [see (4.4.5)].

The angular part of the wave function is given by a spherical harmonic \( Y_l^m \).

With the usual phase convention we have
\[ Y_l^m(\theta, \phi) \rightarrow Y_l^m*(\theta, \phi) = (-1)^m Y_l^{-m}(\theta, \phi). \]  \hspace{1cm} (4.4.57)

Now \( Y_l^m(\theta, \phi) \) is the wave function for \( |l, m\rangle \) [see (3.6.23)]; therefore, from (4.4.56) we deduce
\[ \Theta |l, m\rangle = (-1)^m |l, -m\rangle. \]  \hspace{1cm} (4.4.58)

If we study the probability current density (2.4.16) for a wave function of type (3.6.22) going like \( R(r)Y_l^m \), we shall conclude that for \( m > 0 \) the current flows in the counterclockwise direction, as seen from the positive \( z \)-axis. The wave function for the corresponding time-reversed state has its probability current flowing in the opposite direction because the sign of \( m \) is reversed. All this is very reasonable.

As a nontrivial consequence of time-reversal invariance, we state an important theorem on the reality of the energy eigenfunction of a spinless particle.

**Theorem.** Suppose the Hamiltonian is invariant under time reversal and the energy eigenket \( |n\rangle \) is nondegenerate; then the corresponding energy eigenfunction is real (or, more generally, a real function times a phase factor independent of \( x \)).

**Proof.** To prove this, first note that
\[ H\Theta |n\rangle = \Theta H |n\rangle = E_n \Theta |n\rangle, \]  \hspace{1cm} (4.4.59)

so \( |n\rangle \) and \( \Theta |n\rangle \) have the same energy. The nondegeneracy assumption prompts us to conclude that \( |n\rangle \) and \( \Theta |n\rangle \) must represent the same state; otherwise there would be two different states with the same energy \( E_n \), an obvious contradiction! Let us recall that the wave functions for \( |n\rangle \) and \( \Theta |n\rangle \) are \( \langle x'|n\rangle \) and \( \langle x'|n\rangle^* \), respectively. They must be the same—that is,
\[ \langle x'|n\rangle = \langle x'|n\rangle^* \]  \hspace{1cm} (4.4.60)

for all practical purposes—or, more precisely, they can differ at most by a phase factor independent of \( x \).

Thus if we have, for instance, a nondegenerate bound state, its wave function is always real. On the other hand, in the hydrogen atom with \( l \neq 0 \), \( m \neq 0 \), the energy eigenfunction characterized by definite \( (n, l, m) \) quantum numbers is complex because \( Y_l^m \) is complex; this does not contradict the
4.4. The Time-Reversal Discrete Symmetry

We see that for a spinless system, the wave function for the time-reversed state, say at $t = 0$, is simply obtained by complex conjugation. In terms of ket $|\alpha\rangle$ written as in (4.4.16) or in (4.4.54), the $\Theta$ operator is the complex conjugate operator of $K$ itself because $K$ and $\Theta$ have the same effect when acting on the base ket $|a^\prime\rangle$ (or $|x^\prime\rangle$). We may note, however, that the situation is quite different when the ket $|\alpha\rangle$ is expanded in terms of the momentum eigenket because $\Theta$ must change $|p^\prime\rangle$ into $|-p^\prime\rangle$ as follows:

$$
\Theta|\alpha\rangle = \int d^3p' |-p^\prime\rangle\langle p^\prime|\alpha|^* = \int d^3p' |p^\prime\rangle\langle -p^\prime|\alpha|^*.
$$

It is apparent that the momentum-space wave function of the time-reversed state is not just the complex conjugate of the original momentum-space wave function; rather, we must identify $\phi^*(-p^\prime)$ as the momentum-space wave function for the time-reversed state. This situation once again illustrates the basic point that the particular form of $\Theta$ depends on the particular representation used.

**Time Reversal for a Spin $\frac{1}{2}$ System**

The situation is even more interesting for a particle with spin—spin $\frac{1}{2}$, in particular. We recall from Section 3.2 that the eigenket of $S \cdot \mathbf{n}$ with eigenvalue $\hbar/2$ can be written as

$$
|\mathbf{n}; +\rangle = e^{-iS_z \alpha / \hbar}e^{-iS_z \beta / \hbar}|+\rangle,
$$

where $\mathbf{n}$ is characterized by the polar and azimuthal angles $\beta$ and $\alpha$, respectively. Noting (4.4.53) we have

$$
\Theta|\mathbf{n}; +\rangle = e^{-iS_z \alpha / \hbar}e^{-iS_z \beta / \hbar}\Theta|+\rangle = \eta|\mathbf{n}; -\rangle.
$$

On the other hand, we can easily verify that

$$
|\mathbf{n}; -\rangle = e^{-i\alpha S_z / \hbar}e^{-i(\pi + \beta)S_z / \hbar}|+\rangle.
$$

In general, we saw earlier that the product $UK$ is an antiunitary operator. Comparing (4.4.63) and (4.4.64) with $\Theta$ set equal to $UK$, and noting that $K$ acting on the base ket $|+\rangle$ gives just $|+\rangle$, we see that

$$
\Theta = \eta e^{-i\pi S_z / \hbar}K = -i \eta \left(\frac{2S_z}{\hbar}\right)K,
$$

where $\eta$ stands for an arbitrary phase (a complex number of modulus unity). Another way to be convinced of (4.4.65) is to verify that if $\chi(\mathbf{n}; +)$ is the two-component eigenspinor corresponding to $|\mathbf{n}; +\rangle$ [in the sense that
\( \sigma \cdot \hat{n} \chi(n; +) = \chi(n; +) \), then

\[-i\sigma_y \chi^*(n; +) \tag{4.4.66} \]

(note the complex conjugation!) is the eigenspinor corresponding to \(|\hat{n}; -\rangle\), again up to an arbitrary phase, see Problem 7 of this chapter. The appearance of \(S_y\) or \(\sigma_y\) can be traced to the fact that we are using the representation in which \(S_z\) is diagonal and the nonvanishing matrix elements of \(S_y\) are purely imaginary.

Let us now note

\[ e^{-i\pi S_y/\hbar} |+\rangle = + |-\rangle, \quad e^{-i\pi S_y/\hbar} |-\rangle = - |+\rangle. \tag{4.4.67} \]

Using (4.4.67), we are in a position to work out the effect of \(\Theta\), written as (4.4.65), on the most general spin \(1/2\) ket:

\[ \Theta(c_+ |+\rangle + c_- |-\rangle) = + \eta c^*_- |-\rangle - \eta c^*_+ |+\rangle. \tag{4.4.68} \]

Let us apply \(\Theta\) once again:

\[ \Theta^2(c_+ |+\rangle + c_- |-\rangle) = - |\eta|^2 c_+ |+\rangle - |\eta|^2 c_- |-\rangle \]

\[ = -(c_+ |+\rangle + c_- |-\rangle) \tag{4.4.69} \]

or

\[ \Theta^2 = -1, \tag{4.4.70} \]

(where \(-1\) is to be understood as \(-1\) times the identity operator) for any spin orientation. This is an extraordinary result. It is crucial to note here that our conclusion is completely independent of the choice of phase; (4.4.70) holds no matter what phase convention we may use for \(\eta\). In contrast, we may note that two successive applications of \(\Theta\) to a spinless state give

\[ \Theta^2 = +1 \tag{4.4.71} \]

as is evident from, say, (4.4.58).

More generally, we now prove

\[ \Theta^2 |j \text{ half-integer}\rangle = - |j \text{ half-integer}\rangle \tag{4.4.72a} \]

\[ \Theta^2 |j \text{ integer}\rangle = + |j \text{ integer}\rangle. \tag{4.4.72b} \]

Thus the eigenvalue of \(\Theta^2\) is given by \((-1)^{2j}\). We first note that (4.4.65) generalizes for arbitrary \(j\) to

\[ \Theta = \eta e^{-i\pi J_y/\hbar} K. \tag{4.4.73} \]

For a ket \(|\alpha\rangle\) expanded in terms of \(|j, m\rangle\) base eigenkets, we have

\[ \Theta(\sum |jm\rangle \langle jm|\alpha\rangle) = \eta \sum e^{-i\pi J_y/\hbar} |jm\rangle \langle jm|\alpha\rangle^* \]

\[ = |\eta|^2 e^{-2i\pi J_y/\hbar} \sum |jm\rangle \langle jm|\alpha\rangle. \tag{4.4.74} \]
But

\[ e^{-2i\pi J_z/h} |jm\rangle = (-1)^{2j} |jm\rangle, \]

as is evident from the properties of angular-momentum eigenstates under rotation by \(2\pi\).

In (4.4.72b), \( |j \text{ integer}\rangle \) may stand for the spin state

\[ \frac{1}{\sqrt{2}} \left( |+\rangle \pm |-\rangle \right) \]

of a two-electron system or the orbital state \( |l, m\rangle \) of a spinless particle. It is important only that \( j \) is an integer. Likewise, \( |j \text{ half-integer}\rangle \) may stand, for example, for a three-electron system in any configuration. Actually, for a system made up exclusively of electrons, any system with an odd (even) number of electrons—regardless of their spatial orientation (for example, relative orbital angular momentum)—is odd (even) under \( \Theta^2 \); they need not even be \( J^2 \) eigenstates!

We make a parenthetical remark on the phase convention. In our earlier discussion based on the position representation, we saw that with the usual convention for spherical harmonics it is natural to choose the arbitrary phase for \( |l, m\rangle \) under time reversal so that

\[ \Theta |l, m\rangle = (-1)^m |l, -m\rangle. \]

Some authors find it attractive to generalize this to obtain

\[ \Theta |j, m\rangle = (-1)^m |j, -m\rangle \quad (j \text{ an integer}) \]

regardless of whether \( j \) refers to \( l \) or \( s \) (for an integer spin system). We may naturally ask, is this compatible with (4.4.72a) for a spin \( \frac{1}{2} \) system when we visualize \( |j, m\rangle \) as being built up of "primitive" spin \( \frac{1}{2} \) objects according to Wigner and Schwinger. It is easy to see that (4.4.72a) is indeed consistent provided we choose \( \eta \) in (4.4.73) to be \(+i\). In fact, in general, we can take

\[ \Theta |j, m\rangle = i^{2m} |j, -m\rangle \]

for any \( j \)—either a half-integer \( j \) or an integer \( j \); see Problem 10 of this chapter. The reader should be warned, however, that this is not the only convention found in the literature. (See, for instance, Frauenfelder and Henley 1974.) For some physical applications, it is more convenient to use other choices; for instance, the phase convention that makes the \( J_z \) operator matrix elements simple is not the phase convention that makes the time-reversal operator properties simple. We emphasize once again that (4.4.70) is completely independent of phase convention.

Having worked out the behavior of angular-momentum eigenstates under time reversal, we are in a position to study once again the expectation values of a Hermitian operator. Recalling (4.4.43), we obtain under time reversal (canceling the \( i^{2m} \) factors)

\[ \langle \alpha, j, m|A|\alpha, j, m\rangle = \pm \langle \alpha, j, -m|A|\alpha, j, -m\rangle. \]
Now suppose $A$ is a component of a spherical tensor $T_q^{(k)}$. Because of the Wigner-Eckart theorem, it is sufficient to examine just the matrix element of the $q = 0$ component. In general, $T_q^{(k)}$ (assumed to be Hermitian) is said to be even or odd under time reversal depending on how its $q = 0$ component satisfies the upper or lower sign in

$$\Theta T_q^{(k)} \Theta^{-1} = \pm T_q^{(k)}.$$  

Equation (4.4.80) for $A = T_0^{(k)}$ becomes

$$\langle \alpha, j, m | T_0^{(k)} | \alpha, j, m \rangle = \pm \langle \alpha, j, -m | T_0^{(k)} | \alpha, j, -m \rangle.$$  

Due to (3.6.46)–(3.6.49), we expect $|\alpha, j, -m\rangle = D(0, \pi, 0)|\alpha, j, m\rangle$ up to a phase. We next use (3.10.22) for $T_0^{(k)}$, which leads to

$$D^{\dagger}(0, \pi, 0) T_0^{(k)} D(0, \pi, 0) = (-1)^k T_0^{(k)} + (q \neq 0 \text{ components}),$$  

where we have used $D^{(k)}(0, \pi, 0) = P_k(\cos \pi) = (-1)^k$, and the $q \neq 0$ components give vanishing contributions when sandwiched between $\langle \alpha, j, m |$ and $| \alpha, j, m \rangle$. The net result is

$$\langle \alpha, j, m | T_0^{(k)} | \alpha, j, m \rangle = \pm (-1)^k \langle \alpha, j, m | T_0^{(k)} | \alpha, j, m \rangle.$$  

As an example, taking $k = 1$, the expectation value $\langle x \rangle$ taken with respect to eigenstates of $j, m$ vanishes. We may argue that we already know $\langle x \rangle = 0$ from parity inversion if the expectation value is taken with respect to parity eigenstates [see (4.2.41)]. But note that here $| \alpha, j, m \rangle$ need not be parity eigenkets! For example, the $| j, m \rangle$ for spin $\frac{1}{2}$ particles could be $c_s | s_{1/2} \rangle + c_p | p_{1/2} \rangle$.

**Interactions with Electric and Magnetic Fields; Kramers Degeneracy**

Consider charged particles in an external electric or magnetic field. If we have only a static electric field interacting with the electric charge, the interaction part of the Hamiltonian is just

$$V(x) = e\phi(x),$$  

where $\phi(x)$ is the electrostatic potential. Because $\phi(x)$ is a real function of the time-reversal even operator $x$, we have

$$[\Theta, H] = 0.$$  

Unlike the parity case, (4.4.86) does not lead to an interesting conservation law. The reason is that

$$\Theta U(t, t_0) \neq U(t, t_0) \Theta$$  

even if (4.4.86) holds, so our discussion following (4.1.9) of Section 4.1 breaks down. As a result, there is no such thing as the “conservation of
time-reversal quantum number." As we already mentioned, requirement (4.4.86) does, however, lead to a nontrivial phase restriction—the reality of a nondegenerate wave function for a spinless system [see (4.4.59) and (4.4.60)].

Another far-reaching consequence of time-reversal invariance is the **Kramers degeneracy**. Suppose $H$ and $\Theta$ commute, and let $|n\rangle$ and $\Theta|n\rangle$ be the energy eigenket and its time-reversed state, respectively. It is evident from (4.4.86) that $|n\rangle$ and $\Theta|n\rangle$ belong to the same energy eigenvalue $E_n(H\Theta|n\rangle = \Theta H|n\rangle = E_n\Theta|n\rangle)$. The question is, Does $|n\rangle$ represent the same state as $\Theta|n\rangle$? If it does, $|n\rangle$ and $\Theta|n\rangle$ can differ at most by a phase factor. Hence,

$$\Theta|n\rangle = e^{i\delta}|n\rangle. \quad (4.4.88)$$

Applying $\Theta$ again to (4.4.88), we have $\Theta^2|n\rangle = \Theta e^{i\delta}|n\rangle = e^{-i\delta}\Theta|n\rangle = e^{-i\delta}e^{i\delta}|n\rangle$; hence,

$$\Theta^2|n\rangle = +|n\rangle. \quad (4.4.89)$$

But this relation is impossible for half-integer $j$ systems, for which $\Theta^2$ is always $-1$, so we are led to conclude that $|n\rangle$ and $\Theta|n\rangle$, which have the same energy, must correspond to distinct states—that is, there must be a degeneracy. This means, for instance, that for a system composed of an odd number of electrons in an external electric field $E$, each energy level must be at least twofold degenerate no matter how complicated $E$ may be. Considerations along this line have interesting applications to electrons in crystals where odd-electron and even-electron systems exhibit very different behaviors. Historically, Kramers inferred degeneracy of this kind by looking at explicit solutions of the Schrödinger equation; subsequently, Wigner pointed out that Kramers degeneracy is a consequence of time-reversal invariance.

Let us now turn to interactions with an external magnetic field. The Hamiltonian $H$ may then contain terms like

$$S \cdot B, \quad p \cdot A + A \cdot p, \quad (B = \nabla \times A), \quad (4.4.90)$$

where the magnetic field is to be regarded as external. The operators $S$ and $p$ are odd under time reversal; these interaction terms therefore do lead to

$$\Theta H \neq H\Theta. \quad (4.4.91)$$

As a trivial example, for a spin $\frac{1}{2}$ system the spin-up state $|+\rangle$ and its time-reversed state $|-\rangle$ no longer have the same energy in the presence of an external magnetic field. In general, Kramers degeneracy in a system containing an odd number of electrons can be lifted by applying an external magnetic field.

Notice that when we treat $B$ as external, we do not change $B$ under time reversal; this is because the atomic electron is viewed as a closed quantum-mechanical system to which we apply the time-reversal operator.
Pose we have a Hamiltonian that can be written as
\[
H = E_1^{(0)}|1^{(0)}\rangle \langle 1^{(0)}| + E_2^{(0)}|2^{(0)}\rangle \langle 2^{(0)}| + \lambda V_{12}|1^{(0)}\rangle \langle 2^{(0)}| + \lambda V_{21}|2^{(0)}\rangle \langle 1^{(0)}|, \tag{5.1.5}
\]
where \(|1^{(0)}\rangle\) and \(|2^{(0)}\rangle\) are the energy eigenkets for the \(\lambda = 0\) problem, and we consider the case \(V_{11} = V_{22} = 0\). In this representation the \(H\) may be represented by a square matrix as follows:
\[
H = \begin{pmatrix}
E_1^{(0)} & \lambda V_{12} \\
\lambda V_{21} & E_2^{(0)}
\end{pmatrix}, \tag{5.1.6}
\]
where we have used the basis formed by the unperturbed energy eigenkets. The \(V\) matrix must, of course, be Hermitian; let us solve the case when \(V_{12}\) and \(V_{21}\) are real:
\[
V_{12} = V_{12}^*, \quad V_{21} = V_{21}^*; \tag{5.1.7}
\]
hence, by Hermiticity
\[
V_{12} = V_{21}. \tag{5.1.8}
\]
This can always be done by adjusting the phase of \(|2^{(0)}\rangle\) relative to that of \(|1^{(0)}\rangle\). The problem of obtaining the energy eigenvalues here is completely analogous to that of solving the spin-orientation problem, where the analogue of (5.1.6) is
\[
H = a_0 + \sigma \cdot a = \begin{pmatrix}
a_0 + a_3 & a_1 \\
a_1 & a_0 - a_3
\end{pmatrix}, \tag{5.1.9}
\]
where we assume \(a = (a_1, 0, a_3)\) is small and \(a_0, a_1, a_3\) are all real. The eigenvalues for this problem are known to be just
\[
E = a_0 \pm \sqrt{a_1^2 + a_3^2}. \tag{5.1.10}
\]
By analogy the corresponding eigenvalues for (5.1.6) are
\[
\begin{pmatrix}
E_1 \\
E_2
\end{pmatrix} = \frac{E_1^{(0)} + E_2^{(0)}}{2} \pm \sqrt{\frac{(E_1^{(0)} - E_2^{(0)})^2}{4} + \lambda^2 |V_{12}|^2}. \tag{5.1.11}
\]
Let us suppose \(\lambda |V_{12}|\) is small compared with the relevant energy scale, the difference of the energy eigenvalues of the unperturbed problem:
\[
\lambda |V_{12}| \ll |E_1^{(0)} - E_2^{(0)}|. \tag{5.1.12}
\]
We can then use
\[
\sqrt{1 + \varepsilon} = 1 + \frac{1}{2} \varepsilon - \frac{\varepsilon^2}{8} + \cdots \tag{5.1.13}
\]
to obtain the expansion of the energy eigenvalues in the presence of
perturbation $\lambda|V_{12}|$, namely,

$$E_1 = E_1^{(0)} + \frac{\lambda^2 |V_{12}|^2}{(E_1^{(0)} - E_2^{(0)})} + \cdots$$

(5.1.14)

$$E_2 = E_2^{(0)} + \frac{\lambda^2 |V_{12}|^2}{(E_2^{(0)} - E_1^{(0)})} + \cdots.$$

These are expressions that we can readily obtain using the general formalism to be developed shortly. It is also possible to write down the energy eigenkets in analogy with the spin-orientation problem.

The reader might be led to believe that a perturbation expansion always exists for a sufficiently weak perturbation. Unfortunately this is not necessarily the case. As an elementary example, consider a one-dimensional problem involving a particle of mass $m$ in a very weak square-well potential of depth $V_0$ ($V = -V_0$ for $-a < x < a$, $V = 0$ for $|x| > a$). This problem admits one bound state of energy,

$$E = -\frac{(2ma^2/\hbar^2)}{|\lambda|V|^2}, \quad \lambda > 0$$

for attraction. (5.1.15)

We might regard the square well as a very weak perturbation to be added to the free-particle Hamiltonian and interpret result (5.1.15) as the energy shift in the ground state from zero to $|\lambda V|^2$. Specifically, because (5.1.15) is quadratic in $V$, we might be tempted to associate this as the energy shift of the ground state computed according to second-order perturbation theory. However, this view is false because if this were the case, the system would also admit an $E < 0$ state for a repulsive potential case with $\lambda$ negative, which would be sheer nonsense.

Let us now examine the radius of convergence of series expansion (5.1.14). If we go back to the exact expression of (5.1.11) and regard it as a function of a complex variable $\lambda$, we see that as $|\lambda|$ is increased from zero, branch points are encountered at

$$\lambda|V_{12}| = \frac{\pm i(E_1^{(0)} - E_2^{(0)})}{2}. \quad (5.1.16)$$

The condition for the convergence of the series expansion for the $\lambda = 1$ full-strength case is

$$|V_{12}| < \frac{|E_1^{(0)} - E_2^{(0)}|}{2}. \quad (5.1.17)$$

If this condition is not met, perturbation expansion (5.1.14) is meaningless.*

---

*See the discussion on convergence following (5.1.44), under general remarks.
Formal Development of Perturbation Expansion

We now state in more precise terms the basic problem we wish to solve. Suppose we know completely and exactly the energy eigenkets and energy eigenvalues of

\[ H_0 |n^{(0)}\rangle = E_n^{(0)} |n^{(0)}\rangle. \]  

(5.1.18)

The set \( \{|n^{(0)}\rangle\} \) is complete in the sense that the closure relation \( 1 = \sum_n |n^{(0)}\rangle \langle n^{(0)}| \) holds. Furthermore, we assume here that the energy spectrum is nondegenerate; in the next section we will relax this assumption. We are interested in obtaining the energy eigenvalues and eigenkets for the problem defined by (5.1.4). To be consistent with (5.1.18) we should write (5.1.4) as

\[ (H_0 + \lambda V)|n\rangle_\lambda = E_n^{(\lambda)}|n\rangle_\lambda \]  

(5.1.19)

to denote the fact that the energy eigenvalues \( E_n^{(\lambda)} \) and energy eigenkets \( |n\rangle_\lambda \) are functions of the continuous parameter \( \lambda \); however, we will usually dispense with this correct but more cumbersome notation.

As the continuous parameter \( \lambda \) is increased from zero, we expect the energy eigenvalue \( E_n \) for the \( n \)th eigenket to depart from its unperturbed value \( E_n^{(0)} \), so we define the energy shift for the \( n \)th level as follows:

\[ \Delta_n = E_n - E_n^{(0)}. \]  

(5.1.20)

The basic Schrödinger equation to be solved (approximately) is

\[ \left( E_n^{(0)} - H_0 \right)|n\rangle = (\lambda V - \Delta_n)|n\rangle. \]  

(5.1.21)

We may be tempted to invert the operator \( E_n^{(0)} - H_0 \); however, in general, the inverse operator \( 1/(E_n^{(0)} - H_0) \) is ill defined because it may act on \( |n^{(0)}\rangle \). Fortunately in our case \( (\lambda V - \Delta_n)|n\rangle \) has no component along \( |n^{(0)}\rangle \), as can easily be seen by multiplying both sides of (5.1.21) by \( \langle n^{(0)}| \) on the left:

\[ \langle n^{(0)}|(\lambda V - \Delta_n)|n\rangle = 0. \]  

(5.1.22)

Suppose we define the complementary projection operator

\[ \phi_n \equiv 1 - |n^{(0)}\rangle \langle n^{(0)}| = \sum_{k \neq n} |k^{(0)}\rangle \langle k^{(0)}|. \]  

(5.1.23)

The inverse operator \( 1/(E_n^{(0)} - H_0) \) is well defined when it multiplies \( \phi_n \) on the right. Explicitly,

\[ \frac{1}{E_n^{(0)} - H_0} \phi_n = \sum_{k \neq n} \frac{1}{E_n^{(0)} - E_k^{(0)}} |k^{(0)}\rangle \langle k^{(0)}|. \]  

(5.1.24)

Also from (5.1.22) and (5.1.23), it is evident that

\[ (\lambda V - \Delta_n)|n\rangle = \phi_n(\lambda V - \Delta_n)|n\rangle. \]  

(5.1.25)
We may therefore be tempted to rewrite (5.1.21) as
\[ |n\rangle = \frac{1}{E_n^{(0)} - H_0} \phi_n (\lambda V - \Delta_n) |n\rangle. \]  
(5.1.26)

However, this cannot be correct because as \( \lambda \to 0 \), we must have \( |n\rangle \to |n^{(0)}\rangle \) and \( \Delta_n \to 0 \). Nevertheless, even for \( \lambda \neq 0 \), we can always add to \( |n\rangle \) a solution to the homogeneous equation (5.1.18), namely, \( c_n |n^{(0)}\rangle \), so a suitable final form is
\[ |n\rangle = c_n(\lambda) |n^{(0)}\rangle + \frac{1}{E_n^{(0)} - H_0} \phi_n (\lambda V - \Delta_n) |n\rangle, \]  
(5.1.27)

where
\[ \lim_{\lambda \to 0} c_n(\lambda) = 1. \]  
(5.1.28)

Note that
\[ c_n(\lambda) = \langle n^{(0)} | n \rangle. \]  
(5.1.29)

For reasons we will see later, it is convenient to depart from the usual normalization convention
\[ \langle n | n \rangle = 1. \]  
(5.1.30)

Rather, we set
\[ \langle n^{(0)} | n \rangle = c_n(\lambda) = 1, \]  
(5.1.31)
even for \( \lambda \neq 0 \). We can always do this if we are not worried about the overall normalization because the only effect of setting \( c_n \neq 1 \) is to introduce a common multiplicative factor. Thus, if desired, we can always normalize the ket at the very end of the calculation. It is also customary to write
\[ \frac{1}{E_n^{(0)} - H_0} \phi_n \to \frac{\phi_n}{E_n^{(0)} - H_0} \]  
(5.1.32)
and similarly
\[ \frac{1}{E_n^{(0)} - H_0} \phi_n = \frac{\phi_n}{E_n^{(0)} - H_0} \frac{1}{E_n^{(0)} - H_0} = \frac{\phi_n}{E_n^{(0)} - H_0} \]  
(5.1.33)
so we have
\[ |n\rangle = |n^{(0)}\rangle + \frac{\phi_n}{E_n^{(0)} - H_0} (\lambda V - \Delta_n) |n\rangle. \]  
(5.1.34)

We also note from (5.1.22) and (5.1.31) that
\[ \Delta_n = \lambda \langle n^{(0)} | V | n \rangle. \]  
(5.1.35)

Everything depends on the two equations in (5.1.34) and (5.1.35). Our basic strategy is to expand \( |n\rangle \) and \( \Delta_n \) in the powers of \( \lambda \) and then

match the appropriate coefficients. This is justified because (5.1.34) and (5.1.35) are identities which hold for all values of \( \lambda \) between 0 and 1. We begin by writing

\[
|n\rangle = |n^{(0)}\rangle + \lambda |n^{(1)}\rangle + \lambda^2 |n^{(2)}\rangle + \cdots
\]

\[
\Delta_n = \lambda \Delta_n^{(1)} + \lambda^2 \Delta_n^{(2)} + \cdots.
\]

(5.1.36)

Substituting (5.1.36) into (5.1.35) and equating the coefficient of various powers of \( \lambda \), we obtain

\[
0(\lambda^1): \quad \Delta_n^{(1)} = \langle n^{(0)}|V|n^{(0)}\rangle
\]

\[
0(\lambda^2): \quad \Delta_n^{(2)} = \langle n^{(0)}|V|n^{(1)}\rangle
\]

\[
\vdots \vdots
\]

\[
0(\lambda^N): \quad \Delta_n^{(N)} = \langle n^{(0)}|V|n^{(N-1)}\rangle.
\]

(5.1.37)

so to evaluate the energy shift up to order \( \lambda^N \) it is sufficient to know \( |n\rangle \) only up to order \( \lambda^{N-1} \). We now look at (5.1.34); when it is expanded using (5.1.36), we get

\[
|n^{(0)}\rangle + \lambda |n^{(1)}\rangle + \lambda^2 |n^{(2)}\rangle + \cdots
\]

\[
= |n^{(0)}\rangle + \frac{\phi_n}{E_n^{(0)} - H_0} \left( \lambda V - \lambda \Delta_n^{(1)} - \lambda^2 \Delta_n^{(2)} - \cdots \right)
\]

\[
\times (|n^{(0)}\rangle + \lambda |n^{(1)}\rangle + \cdots).
\]

(5.1.38)

Equating the coefficient of powers of \( \lambda \), we have

\[
0(\lambda): \quad |n^{(1)}\rangle = \frac{\phi_n}{E_n^{(0)} - H_0} V|n^{(0)}\rangle,
\]

(5.1.39)

where we have used \( \phi_n \Delta_n^{(1)}|n^{(0)}\rangle = 0 \). Armed with \( |n^{(1)}\rangle \), it is now profitable for us to go back to our earlier expression for \( \Delta_n^{(2)} \) [see (5.1.37)]:

\[
\Delta_n^{(2)} = \langle n^{(0)}|V \frac{\phi_n}{E_n^{(0)} - H_0} V|n^{(0)}\rangle.
\]

(5.1.40)

Knowing \( \Delta_n^{(2)} \), we can work out the \( \lambda^2 \)-term in ket equation (5.1.38) also using (5.1.39) as follows:

\[
0(\lambda^2): \quad |n^{(2)}\rangle = \frac{\phi_n}{E_n^{(0)} - H_0} V \frac{\phi_n}{E_n^{(0)} - H_0} V|n^{(0)}\rangle
\]

\[
- \frac{\phi_n}{E_n^{(0)} - H_0} \langle n^{(0)}|V|n^{(0)}\rangle \frac{\phi_n}{E_n^{(0)} - H_0} V|n^{(0)}\rangle.
\]

(5.1.41)
Clearly, we can continue in this fashion as long as we wish. Our operator method is very compact; it is not necessary to write down the indices each time. Of course, to do practical calculations we must use at the end the explicit form of $\phi_n$ as given by (5.1.23).

To see how all this works, we write down the explicit expansion for the energy shift

$$
\Delta_n \equiv E_n - E_n^{(0)}
$$

$$
= \lambda V_{nn} + \lambda^2 \sum_{k \neq n} \frac{|V_{nk}|^2}{E_n^{(0)} - E_k^{(0)}} + \cdots,
$$

(5.1.42)

where

$$
V_{nk} \equiv \langle n^{(0)} | V | k^{(0)} \rangle \neq \langle n | V | k \rangle.
$$

(5.1.43)

that is, the matrix elements are taken with respect to unperturbed kets. Notice that when we apply the expansion to the two-state problem we recover the earlier expression (5.1.14). The expansion for the perturbed ket goes as follows:

$$
|n\rangle = |n^{(0)}\rangle + \lambda \sum_{k \neq n} |k^{(0)}\rangle \frac{V_{kn}}{E_n^{(0)} - E_k^{(0)}}
$$

$$
+ \lambda^2 \left( \sum_{k \neq n} \sum_{l \neq n} \frac{|k^{(0)}\rangle V_{kl} V_{ln}}{(E_n^{(0)} - E_k^{(0)})(E_n^{(0)} - E_l^{(0)})} - \sum_{k \neq n} \frac{|k^{(0)}\rangle V_{nn} V_{kn}}{(E_n^{(0)} - E_k^{(0)})^2} \right) + \cdots.
$$

(5.1.44)

Equation (5.1.44) says that the $n$th level is no longer proportional to the unperturbed ket $|n^{(0)}\rangle$ but acquires components along other unperturbed energy kets; stated another way, the perturbation $V$ mixes various unperturbed energy eigenkets.

A few general remarks are in order. First, to obtain the first-order energy shift it is sufficient to evaluate the expectation value of $V$ with respect to the unperturbed kets. Second, it is evident from the expression of the second-order energy shift (5.1.42) that two energy levels, say the $i$th level and the $j$th level, when connected by $V_{ij}$ tend to repel each other; the lower one, say the $i$th level, tends to get depressed as a result of mixing with the higher $j$th level by $|V_{ij}|^2/(E_j^{(0)} - E_i^{(0)})$, while the energy of the $j$th level goes up by the same amount. This is a special case of the no-level crossing theorem, which states that a pair of energy levels connected by perturbation do not cross as the strength of the perturbation is varied.

Suppose there is more than one pair of levels with appreciable matrix elements but the ket $|n\rangle$, whose energy we are concerned with, refers to the ground state; then each term in (5.1.42) for the second-order energy shift is negative. This means that the second-order energy shift is always negative.
for the ground state; the lowest state tends to get even lower as a result of mixing.

It is clear that perturbation expansions (5.1.42) and (5.1.44) will converge if \( |V_i|/(E_i^{(0)} - E_i^{(0)})| \) is sufficiently “small.” A more specific criterion can be given for the case in which \( H_0 \) is simply the kinetic-energy operator (then this Rayleigh-Schrödinger perturbation expansion is just the Born series): At an energy \( E_0 < 0 \), the Born series converges if and only if neither \( H_0 + V \) nor \( H_0 - V \) has bound states of energy \( E \leq E_0 \) (R. G. Newton 1982, p. 233).

### Wave-function Renormalization

We are in a position to look at the normalization of the perturbed ket. Recalling the normalization convention we use, (5.1.31), we see that the perturbed ket \( |n\rangle \) is not normalized in the usual manner. We can renormalize the perturbed ket by defining

\[
|n\rangle_N = Z_n^{1/2} |n\rangle, \quad (5.1.45)
\]

where \( Z_n \) is simply a constant with \( N\langle n|n\rangle_N = 1 \). Multiplying \( \langle n^{(0)}| \) on the left we obtain [because of (5.1.31)]

\[
Z_n^{1/2} = \langle n^{(0)}|n\rangle_N. \quad (5.1.46)
\]

What is the physical meaning of \( Z_n \)? Because \( |n\rangle_N \) satisfies the usual normalization requirement (5.1.30), \( Z_n \) can be regarded as the probability for the perturbed energy eigenstate to be found in the corresponding unperturbed energy eigenstate. Noting

\[
N\langle n|n\rangle_N = Z_n\langle n|n\rangle = 1, \quad (5.1.47)
\]

we have

\[
Z_n^{-1} = \langle n|n\rangle = (\langle n^{(0)}| + \lambda \langle n^{(1)}| + \lambda^2 \langle n^{(2)}| + \cdots ) \\
\times (|n^{(0)}\rangle + \lambda |n^{(1)}\rangle + \lambda^2 |n^{(2)}\rangle + \cdots ) \\
= 1 + \lambda^2 \langle n^{(1)}|n^{(1)}\rangle + O(\lambda^3) \\
= 1 + \lambda^2 \sum_{k \neq n} \frac{|V_{kn}|^2}{(E_n^{(0)} - E_k^{(0)})^2} + O(\lambda^3), \quad (5.1.48a)
\]

so up to order \( \lambda^2 \), we get for the probability of the perturbed state to be found in the corresponding unperturbed state

\[
Z_n \approx 1 - \lambda^2 \sum_{k \neq n} \frac{|V_{kn}|^2}{(E_n^{0} - E_k^{0})^2}. \quad (5.1.48b)
\]

The second term in (5.1.48b) is to be understood as the probability for
“leakage” to states other than $|n^{(0)}\rangle$. Notice that $Z_n$ is less than 1, as expected on the basis of the probability interpretation for $Z$.

It is also amusing to note from (5.1.42) that to order $\lambda^2$, $Z$ is related to the derivative of $E_n$ with respect to $E_n^{(0)}$ as follows:

$$Z_n = \frac{\partial E_n}{\partial E_n^{(0)}}. \tag{5.1.49}$$

We understand, of course, that in taking the partial derivative of $E_n$ with respect to $E_n^{(0)}$, we must regard the matrix elements of $V$ as fixed quantities. Result (5.1.49) is actually quite general and not restricted to second-order perturbation theory.

**Elementary Examples**

To illustrate the perturbation method we have developed, let us look at two examples. The first one concerns a simple harmonic oscillator whose unperturbed Hamiltonian is the usual one:

$$H_0 = \frac{p^2}{2m} + \frac{1}{2}m\omega^2x^2. \tag{5.1.50}$$

Suppose the spring constant $k = m\omega^2$ is changed slightly. We may represent the modification by adding an extra potential

$$V = \frac{1}{2}\epsilon m\omega^2x^2, \tag{5.1.51}$$

where $\epsilon$ is a dimensionless parameter such that $\epsilon \ll 1$. From a certain point of view this is the silliest problem in the world to which to apply perturbation theory; the exact solution is immediately obtained just by changing $\omega$ as follows:

$$\omega \to \sqrt{1 + \epsilon}\omega, \tag{5.1.52}$$

yet this is an instructive example because it affords a comparison between the perturbation approximation and the exact approach.

We are concerned here with the new ground-state ket $|0\rangle$ in the presence of $V$ and the ground-state energy shift $\Delta_0$:

$$|0\rangle = |0^{(0)}\rangle + \sum_{k \neq 0} |k^{(0)}\rangle \frac{V_{k0}}{E_0^{(0)} - E_k^{(0)}} + \cdots \tag{5.1.53a}$$

and

$$\Delta_0 = V_{00} + \sum_{k \neq 0} \frac{|V_{k0}|^2}{E_0^{(0)} - E_k^{(0)}} + \cdots \tag{5.1.53b}$$

The relevant matrix elements are (see Problem 5 in this chapter)

$$V_{00} = \left(\frac{\epsilon m\omega^2}{2}\right) \langle 0^{(0)} | x^2 | 0^{(0)} \rangle = \frac{\epsilon \hbar \omega}{4} \tag{5.1.54}$$

$$V_{20} = \left(\frac{\epsilon m\omega^2}{2}\right) \langle 2^{(0)} | x^2 | 0^{(0)} \rangle = \frac{\epsilon \hbar \omega}{2\sqrt{2}}.$$
All other matrix elements of form $V_{k_{0}}$ vanish. Noting that the nonvanishing energy denominators in (5.1.53a) and (5.1.53b) are $-2\hbar\omega$, we can combine everything to obtain

$$|0\rangle = |0^{(0)}\rangle - \frac{\varepsilon}{4\sqrt{2}}|2^{(0)}\rangle + O(\varepsilon^2)$$  \hspace{1cm} (5.1.55a)

and

$$\Delta_0 = E_0 - E_0^{(0)} = \hbar\omega \left[ \frac{\varepsilon}{4} - \frac{-\varepsilon^2}{16} + O(\varepsilon^3) \right].$$  \hspace{1cm} (5.1.55b)

Notice that as a result of perturbation, the ground-state ket, when expanded in terms of original unperturbed energy eigenkets $\{|n^{(0)}\rangle\}$, acquires a component along the second excited state. The absence of a component along the first excited state is not surprising because our total $H$ is invariant under parity; hence, an energy eigenstate is expected to be a parity eigenstate.

A comparison with the exact method can easily be made for the energy shift as follows:

$$\frac{\hbar\omega}{2} \to \left( \frac{\hbar\omega}{2} \right) \sqrt{1 + \varepsilon} = \left( \frac{\hbar\omega}{2} \right) \left[ 1 + \frac{\varepsilon}{2} - \frac{\varepsilon^2}{8} + \cdots \right],$$  \hspace{1cm} (5.1.56)

in complete agreement with (5.1.55b). As for the perturbed ket, we look at the change in the wave function. In the absence of $V$ the ground-state wave function is

$$\langle x | 0^{(0)} \rangle = \frac{1}{\pi^{1/4} x_0^{1/2}} e^{-x^2/2x_0^2},$$  \hspace{1cm} (5.1.57)

where

$$x_0 \equiv \sqrt{\frac{\hbar}{m\omega}}.$$  \hspace{1cm} (5.1.58)

Substitution (5.1.52) leads to

$$x_0 \to \frac{x_0}{(1 + \varepsilon)^{1/4}};$$  \hspace{1cm} (5.1.59)

hence,

$$\langle x | 0^{(0)} \rangle \to \frac{1}{\pi^{1/4} x_0^{1/2}} (1 + \varepsilon)^{1/8} \exp \left[ - \left( \frac{x^2}{2x_0^2} \right) (1 + \varepsilon)^{1/2} \right]$$

$$\approx \frac{1}{\pi^{1/4} x_0^{1/2}} \left[ e^{-x^2/2x_0^2} + \frac{\varepsilon}{\pi^{1/4} x_0^{1/2}} e^{-x^2/2x_0^2} \left[ \frac{1}{8} - \frac{1}{4} \frac{x^2}{x_0^2} \right] \right]$$

$$= \langle x | 0^{(0)} \rangle - \frac{\varepsilon}{4\sqrt{2}} \langle x | 2^{(0)} \rangle,$$  \hspace{1cm} (5.1.60)
where we have used
\[ \langle x | 2^{(0)} \rangle = \frac{1}{2\sqrt{2}} \langle x | 0^{(0)} \rangle H_2 \left( \frac{x}{x_0} \right) \]
\[ = \frac{1}{2\sqrt{2}} \pi^{1/4} \frac{1}{\sqrt{x_0}} e^{-x^2/2x_0} \left[ -2 + 4 \left( \frac{x}{x_0} \right)^2 \right], \quad (5.1.61) \]
and \( H_2(x/x_0) \) is a Hermite polynomial of order 2.

As another illustration of nondegenerate perturbation theory, we discuss the \textbf{quadratic Stark effect}. A one-electron atom—the hydrogen atom or a hydrogenlike atom with one valence electron outside the closed (spherically symmetrical) shell—is subjected to a uniform electric field in the positive \( z \)-direction. The Hamiltonian \( H \) is split into two parts,
\[ H_0 = \frac{\textbf{p}^2}{2m} + V_0(r) \quad \text{and} \quad V = -e|E|z \quad (e < 0 \text{ for the electron}). \quad (5.1.62) \]

[Editor’s Note: Since the perturbation \( V \to -\infty \) as \( z \to -\infty \), particles bound by \( H_0 \) can, of course, escape now, and all formerly bound states acquire a finite lifetime. However, we can still formally use perturbation theory to calculate the shift in the energy. (The imaginary part of this shift, which we shall ignore here, would give us the lifetime of the state or the width of the corresponding resonance.)]

It is assumed that the energy eigenkets and the energy spectrum for the unperturbed problem \( (H_0 \text{ only}) \) are completely known. The electron spin turns out to be irrelevant in this problem, and we assume that with spin degrees of freedom ignored, no energy level is degenerate. This assumption does not hold for \( n \neq 1 \) levels of the hydrogen atoms, where \( V_0 \) is the pure Coulomb potential; we will treat such cases later. The energy shift is given by
\[ \Delta_k = -e|E| z_{kk} + e^2|E|^2 \sum_{j \neq k} \frac{|z_{kj}|^2}{E_k^{(0)} - E_j^{(0)}} + \cdots, \quad (5.1.63) \]
where we have used \( k \) rather than \( n \) to avoid confusion with the principal quantum number \( n \). With no degeneracy, \( |k^{(0)}\rangle \) is expected to be a parity eigenstate; hence,
\[ z_{kk} = 0, \quad (5.1.64) \]
as we saw in Section 4.2. Physically speaking, there can be no linear Stark effect, that is, there is no term in the energy shift proportional to \( |E| \) because the atom possesses a vanishing permanent electric dipole, so the energy shift is \textit{quadratic} in \( |E| \) if terms of order \( e^3|E|^3 \) or higher are ignored.

Let us now look at \( z_{kj} \), which appears in (5.1.63), where \( k \) (or \( j \)) is the \textbf{collective index} that stands for \( (n, l, m) \) and \( (n', l', m') \). First, we recall the selection rule [see (3.1.39)]
\[ \langle n', l'm'|z|n, lm \rangle = 0 \quad \text{unless} \quad \begin{cases} l' = l \pm 1 \\ m' = m \end{cases} \quad (5.1.65) \]
that follows from angular momentum (the Wigner-Eckart theorem with $T^{(1)}_{q=0}$) and parity considerations.

There is another way to look at the $m$-selection rule. In the presence of $V$, the full spherical symmetry of the Hamiltonian is destroyed by the external electric field that selects the positive $z$-direction, but $V$ (hence the total $H$) is still invariant under rotation around the $z$-axis; in other words, we still have a cylindrical symmetry. Formally this is reflected by the fact that

$$[V, L_z] = 0. \quad (5.1.66)$$

This means that $L_z$ is still a good quantum number even in the presence of $V$. As a result, the perturbation can be written as a superposition of eigenkets of $L_z$ with the same $m - m = 0$ in our case. This statement is true for all orders, in particular, for the first-order ket. Also, because the second-order energy shift is obtained from the first-order ket [see (5.1.40)], we can understand why only the $m = 0$ terms contribute to the sum.

The polarizability $\alpha$ of an atom is defined in terms of the energy shift of the atomic state as follows:

$$\Delta = -\frac{1}{2} \alpha |E|^2. \quad (5.1.67)$$

Let us consider the special case of the ground state of the hydrogen atom. Even though the spectrum of the hydrogen atom is degenerate for excited states, the ground state (with spin ignored) is nondegenerate, so the formalism of nondegenerate perturbation theory can be applied. The ground state $|0^{(0)}\rangle$ is denoted in the $(n, l, m)$ notation by $(1, 0, 0)$, so

$$\alpha = -2e^2 \sum_{k \neq 0}^{\infty} \frac{|\langle k^{(0)}|z|1, 0, 0\rangle|^2}{E^{(0)}_0 - E^{(0)}_k}, \quad (5.1.68)$$

where the sum over $k$ includes not only all bound states $|n, l, m\rangle$ (for $n > 1$) but also the positive-energy continuum states of hydrogen.

There are many ways to estimate approximately or evaluate exactly the sum in (5.1.68) with various degrees of sophistication. We present here the simplest of all the approaches. Suppose the denominator in (5.1.68) were constant. Then we could obtain the sum by considering

$$\sum_{k \neq 0} |\langle k^{(0)}|z|1, 0, 0\rangle|^2 = \sum_{\text{all } k} |\langle k^{(0)}|z|1, 0, 0\rangle|^2 = |\langle 1, 0, 0|z^2|1, 0, 0\rangle|, \quad (5.1.69)$$

where we have used the completeness relation in the last step. But we can easily evaluate $\langle z^2 \rangle$ for the ground state as follows:

$$\langle z^2 \rangle = \langle x^2 \rangle = \langle y^2 \rangle = \frac{1}{3} \langle r^2 \rangle, \quad (5.1.70)$$

and using the explicit form for the wave function we obtain

$$\langle z^2 \rangle = a_0^2,$$

where $a_0$ stands for the Bohr radius. Unfortunately the expression for
polarizability $\alpha$ involves the energy denominator that depends on $E_k^{(0)}$, but we know that the inequality

$$-E_0^{(0)} + E_k^{(0)} \geq -E_0^{(0)} + E_1^{(0)} = \frac{e^2}{2a_0} \left[ 1 - \frac{1}{4} \right]$$

holds for every energy denominator in (5.1.68). As a result, we can obtain an upper limit for the polarizability of the ground state of the hydrogen atom, namely,

$$\alpha < \frac{16a_0^3}{3} \approx 5.3a_0^3.$$  \hspace{1cm} (5.1.72)

It turns out that we can evaluate exactly the sum in (5.1.68) using a method due to A. Dalgarno and J. T. Lewis (Merzbacher 1970, 424, for example), which also agrees with the experimentally measured value. This gives

$$\alpha = \frac{9a_0^3}{2} = 4.5a_0^3.$$ \hspace{1cm} (5.1.73)

We obtain the same result (without using perturbation theory) by solving the Schrödinger equation exactly using parabolic coordinates.

### 5.2. TIME-INDEPENDENT PERTURBATION THEORY: THE DEGENERATE CASE

The perturbation method we developed in the previous section fails when the unperturbed energy eigenkets are degenerate. The method of the previous section assumes that there is a unique and well-defined unperturbed ket of energy $E_n^{(0)}$ which the perturbed ket approaches as $\lambda \to 0$. With degeneracy present, however, any linear combination of unperturbed kets has the same unperturbed energy; in such a case it is not a priori obvious to what linear combination of the unperturbed kets the perturbed ket is reduced in the limit $\lambda \to 0$. Here specifying just the energy eigenvalue is not enough; some other observable is needed to complete the picture. To be more specific, with degeneracy we can take as our base kets simultaneous eigenkets of $H_0$ and some other observable $A$, and we can continue labeling the unperturbed energy eigenket by $|k^{(0)}\rangle$, where $k$ now symbolizes a collective index that stands for both the energy eigenvalue and the $A$ eigenvalue. When the perturbation operator $V$ does not commute with $A$, the zeroth-order eigenkets for $H$ (including the perturbation) are in fact not $A$ eigenkets.

From a more practical point of view, a blind application of formulas like (5.1.42) and (5.1.44) obviously runs into difficulty because

$$\frac{V_{nk}}{E_n^{(0)} - E_k^{(0)}}$$

becomes singular if $V_{nk}$ is nonvanishing and $E_n^{(0)}$ and $E_k^{(0)}$ are equal. We must modify the method of the previous section to accommodate such a situation.
Whenever there is degeneracy we are free to choose our base set of unperturbed kets. We should, by all means, exploit this freedom. Intuitively we suspect that the catastrophe of vanishing denominators may be avoided by choosing our base kets in such a way that \( V \) has no off-diagonal matrix elements (such as \( V_{nk} = 0 \) in (5.2.1)). In other words, we should use the linear combinations of the degenerate unperturbed kets that diagonalize \( H \) in the subspace spanned by the degenerate unperturbed kets. This is indeed the correct procedure to use.

Suppose there is a \( g \)-fold degeneracy before the perturbation \( V \) is switched on. This means that there are \( g \) different eigenkets all with the same unperturbed energy \( E^{(0)}_D \). Let us denote these kets by \( \{ |m^{(0)}\rangle \} \). In general, the perturbation removes the degeneracy in the sense that there will be \( g \) perturbed eigenkets all with different energies. Let them form a set \( \{ |l\rangle \} \). As \( \lambda \) goes to zero \( |l\rangle \rightarrow |l^{(0)}\rangle \), and various \( |l^{(0)}\rangle \) are eigenkets of \( H_0 \) all with the same energy \( E^{(0)}_m \). However, the set \( |l^{(0)}\rangle \) need not coincide with \( \{ |m^{(0)}\rangle \} \) even though the two sets of unperturbed eigenkets span the same degenerate subspace, which we call \( D \). We can write

\[
|l^{(0)}\rangle = \sum_{m \in D} \langle m^{(0)} | l^{(0)} \rangle |m^{(0)}\rangle,
\]

where the sum is over the energy eigenkets in the degenerate subspace.

Before expanding in \( \lambda \), there is a rearrangement of the Schrödinger equation that will make it much easier to carry out the expansion. Let \( P_0 \) be a projection operator onto the space defined by \( \{ |m^{(0)}\rangle \} \). We define \( P_1 = 1 - P_0 \) to be the projection onto the remaining states. We shall then write the Schrödinger equation for the states \( |l\rangle \) as

\[
0 = (E - H_0 - \lambda V) |l\rangle = (E - E^{(0)}_D - \lambda V) P_0 |l\rangle + (E - H_0 - \lambda V) P_1 |l\rangle. \tag{5.2.2}
\]

We next separate (5.2.2) into two equations by projecting from the left on (5.2.2) with \( P_0 \) and \( P_1 \),

\[
(E - E^{(0)}_D - \lambda P_0 V) P_0 |l\rangle - \lambda P_0 V P_1 |l\rangle = 0 \tag{5.2.3}
\]

\[
-\lambda P_1 V P_0 |l\rangle + (E - H_0 - \lambda P_1 V) P_1 |l\rangle = 0. \tag{5.2.4}
\]

We can solve (5.2.4) in the \( P_1 \) subspace because \( P_1(E - H_0 - \lambda P_1 V P_1) \) is not singular in this subspace since \( E \) is close to \( E^{(0)}_D \) and the eigenvalues of \( P_1 H_0 P_1 \) are all different from \( E^{(0)}_D \). Hence we can write

\[
P_1 |l\rangle = P_1 \frac{\lambda}{E - H_0 - \lambda P_1 V P_1} P_1 V P_0 |l\rangle \tag{5.2.5}
\]

or written out explicitly to order \( \lambda \) when \( |l\rangle \) is expanded as \( |l\rangle = |l^{(0)}\rangle + \lambda |l^{(1)}\rangle + \cdots \).

\[
P_1 |l^{(1)}\rangle = \sum_{k \in D} \frac{|k^{(0)}\rangle V_{kl}}{E^{(0)}_D - E^{(0)}_k}. \tag{5.2.6}
\]
To calculate $P_0|l\rangle$, we substitute (5.2.5) into (5.2.3) to obtain
\[
\left( E - E_D^{(0)} - \lambda P_0 V P_0 - \lambda^2 P_0 V P_1 \frac{1}{E - H_0 - \lambda V} P_1 V P_0 \right) P_0 |l\rangle = 0. \tag{5.2.7}
\]
Although there is a term of order $\lambda^2$ in (5.2.7) that results from the substitution, we shall find that it produces a term of order $\lambda$ in the state $P_0|l\rangle$. To order $\lambda$ we obtain the equation for the energies to order $\lambda$ and eigenfunctions to order zero,
\[
(E - E_D^{(0)}) - \lambda P_0 V P_0 (P_0 |l^{(0)}\rangle) = 0. \tag{5.2.8}
\]
This is an equation in the $g$ dimensional degenerate subspace and clearly means that the eigenvectors are just the eigenvectors of the $g \times g$ matrix $P_0 V P_0$ and the eigenvalues $E^{(1)}$ are just the roots of the secular equation
\[
\det[V - (E - E_D^{(0)})] = 0 \tag{5.2.9}
\]
where $V = \text{matrix of } P_0 V P_0 \text{ with matrix elements } \langle m^{(0)} | V | m^{*(0)} \rangle$. Explicitly in matrix form we have
\[
\begin{pmatrix}
  V_{11} & V_{12} & \cdots \\
  V_{21} & V_{22} & \cdots \\
  \vdots & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix}
  \langle 1^{(0)} | l^{(0)} \rangle \\
  \langle 2^{(0)} | l^{(0)} \rangle \\
  \vdots
\end{pmatrix}
= \Delta_l^{(1)}
\begin{pmatrix}
  \langle 1^{(0)} | l^{(0)} \rangle \\
  \langle 2^{(0)} | l^{(0)} \rangle \\
  \vdots
\end{pmatrix}. \tag{5.2.10}
\]
The roots determine the eigenvalues $\Delta_l^{(1)}$—there are $g$ altogether—and by substituting them into (5.2.10), we can solve for $\langle m^{(0)} | l^{(0)} \rangle$ for each $l$ up to an overall normalization constant. Thus by solving the eigenvalue problem, we obtain in one stroke both the first-order energy shifts and the correct zeroth-order eigenkets. Notice that the zeroth-order kets we obtain as $\lambda \to 0$ are just the linear combinations of the various $|m^{(0)}\rangle$’s that diagonalize the perturbation $V$, the diagonal elements immediately giving the first-order shift
\[
\Delta_l^{(1)} = \langle l^{(0)} | V | l^{(0)} \rangle. \tag{5.2.11}
\]
Note also that if the degenerate subspace were the whole space, we would have solved the problem exactly in this manner. The presence of unper- turbed “distant” eigenkets not belonging to the degenerate subspace will show up only in higher orders—first order and higher for the energy eigenkets and second order and higher for the energy eigenvalues.

Expression (5.2.11) looks just like the first-order energy shift [see (5.1.37)] in the nondegenerate case except that here we have to make sure that the base kets used are such that $V$ does not have nonvanishing off-diagonal matrix elements in the subspace spanned by the degenerate unperturbed eigenkets. If the $V$ operator is already diagonal in the base ket representation we are using, we can immediately write down the first-order
shift by taking the expectation value of $V$, just as in the nondegenerate case.

Let us now look at (5.2.7). To be safe we keep all terms in the $g \times g$ effective Hamiltonian that appears in (5.2.7) to order $\lambda^2$ although we want $P_0 |l\rangle$ only to order $\lambda$. We find

$$
 \left( E - E_D^{(0)} - \lambda P_0 V P_0 - \lambda^2 P_0 V P_1 \frac{1}{E_D^{(0)} - H_0} P_1 V P_0 \right) P_0 |l\rangle = 0. 
$$

(5.2.12)

Let us call the eigenvalues of the $g \times g$ matrix $P_0 V P_0 \nu_j$ and the eigenvectors $P_0 |l_i^{(0)}\rangle$. The eigen energies to first order are $E_i^{(1)} = E_D^{(0)} + \lambda \nu_i$. We assume that the degeneracy is completely resolved so that $E_i^{(1)} - E_j^{(1)} = \lambda (\nu_i - \nu_j)$ are all non-zero. We can now apply non-degenerate perturbation theory (5.1.39) to the $g \times g$ dimensional Hamiltonian that appears in (5.2.12). The resulting correction to the eigenvectors $P_0 |l_i^{(0)}\rangle$ is

$$
P_0 |l_i^{(1)}\rangle = \sum_{j \neq i} \lambda \frac{P_0 |l_j^{(0)}\rangle}{\nu_j - \nu_i} \langle l_j^{(0)} | V P_1 \frac{1}{E_D^{(0)} - H_0} P_1 V |l_i^{(0)}\rangle
$$

or more explicitly

$$
P_0 |l_i^{(1)}\rangle = \sum_{j \neq i} \lambda \frac{P_0 |l_j^{(0)}\rangle}{\nu_j - \nu_i} \sum_{k \in D} \langle l_j^{(0)} | V |k\rangle \frac{1}{E_D^{(0)} - E_k^{(0)}} \langle k | V |l_i^{(0)}\rangle.
$$

(5.2.14)

Thus, although the third term in the effective Hamiltonian that appears in (5.2.12) is of order $\lambda^2$, it is divided by energy denominators of order $\lambda$ in forming the correction to the eigenvector, which then gives terms of order $\lambda$ in the vector. If we add together (5.2.6) and (5.2.14), we get the eigenvector accurate to order $\lambda$.

As in the nondegenerate case, it is convenient to adopt the normalization convention $\langle l^{(0)} | l \rangle = 1$. We then have, from (5.2.3) and (5.2.4),

$$
\lambda \langle l^{(0)} | V |l\rangle = \Delta_l = \lambda \Delta_l^{(1)} + \lambda^2 \Delta_l^{(2)} + \cdots.
$$

The $\lambda$-term just reproduces (5.2.11). As for the $\lambda^2$-term, we obtain $\Delta_l^{(2)} = \langle l^{(0)} | V |l^{(1)}\rangle = \langle l^{(0)} | V |P_1 l^{(1)}\rangle + \langle l^{(0)} | V |P_0 l^{(1)}\rangle$. Since the vectors $P_0 |l_i^{(0)}\rangle$ are eigenvectors of $V$, the correction to the vector, (5.2.14), gives no contribution to the second-order energy shift, so we find using (5.2.6)

$$
\Delta_l^{(2)} = \sum_{k \in D} \frac{|V_{kl}|^2}{E_D^{(0)} - E_k^{(0)}}.
$$

(5.2.15)

Our procedure works provided that there is no degeneracy in the roots of secular equation (5.2.9). Otherwise we still have an ambiguity as to which linear contribution of the degenerate unperturbed kets the perturbed kets are reduced in the limit $\lambda \to 0$. Put in another way, if our method is to work, the degeneracy should be removed completely in first order. A challenge for the experts: How must we proceed if the degeneracy is not removed in first order, that is, if some of the roots of the secular equation are equal? (See Problem 12 of this chapter.)
Let us now summarize the basic procedure of degenerate perturbation theory:

1. Identify degenerate unperturbed eigenkets and construct the perturbation matrix \( V \), a \( g \times g \) matrix if the degeneracy is \( g \)-fold.
2. Diagonalize the perturbation matrix by solving, as usual, the appropriate secular equation.
3. Identify the roots of the secular equation with the first-order energy shifts; the base kets that diagonalize the \( V \) matrix are the correct zeroth-order kets to which the perturbed kets approach in the limit \( \lambda \to 0 \).
4. For higher orders use the formulas of the corresponding nondegenerate perturbation theory except in the summations, where we exclude all contributions from the unperturbed kets in the degenerate subspace \( D \).

**Linear Stark Effect**

As an example of degenerate perturbation theory, let us study the effect of a uniform electric field on excited states of the hydrogen atom. As is well known, in the Schrödinger theory with a pure Coulomb potential with no spin dependence, the bound state energy of the hydrogen atom depends only on the principal quantum number \( n \). This leads to degeneracy for all but the ground state because the allowed values of \( l \) for a given \( n \) satisfy

\[
0 \leq l < n. \tag{5.2.16}
\]

To be specific, for the \( n = 2 \) level, there is an \( l = 0 \) state called \( 2s \) and three \( l = 1 \) (\( m = \pm 1,0 \)) states called \( 2p \), all with the same energy, \( -e^2/8a_0 \). As we apply a uniform electric field in the \( z \)-direction, the appropriate perturbation operator is given by

\[
V = -ez|E|, \tag{5.2.17}
\]

which we must now diagonalize. Before we evaluate the matrix elements in detail using the usual \( \text{(nlm)} \) basis, let us note that the perturbation (5.2.17) has nonvanishing matrix elements only between states of opposite parity, that is, between \( l = 1 \) and \( l = 0 \) in our case. Furthermore, in order for the matrix element to be nonvanishing, the \( m \)-values must be the same because \( z \) behaves like a spherical tensor of rank one with spherical component (magnetic quantum number) zero. So the only nonvanishing matrix elements are between \( 2s \) (\( m = 0 \) necessarily) and \( 2p \) with \( m = 0 \). Thus

\[
V = \begin{pmatrix}
2s & 2p & 2p & 2p & 2p \\
0 & \langle 2s|V|2p, m = 0 \rangle & 0 & 0 & 0 \\
\langle 2p, m = 0|V|2s \rangle & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix} \tag{5.2.18}
\]
Explicitly,
\[
\langle 2s | V | 2p, m = 0 \rangle = \langle 2p, m = 0 | V | 2s \rangle = 3ea_0 |E|.
\] (5.2.19)

It is sufficient to concentrate our attention on the upper left-hand corner of
the square matrix. It then looks very much like the $\sigma_x$ matrix, and we can
immediately write down the answer—for the energy shifts we get
\[
\nabla^{(1)}_{\pm} = \pm 3ea_0 |E|,
\] (5.2.20)

where the subscripts $\pm$ refer to the zeroth-order kets that diagonalize $V$:
\[
| \pm \rangle = \frac{1}{\sqrt{2}} (| 2s, m = 0 \rangle \pm | 2p, m = 0 \rangle).
\] (5.2.21)

Schematically the energy levels are as shown in Figure 5.1.

Notice that the shift is linear in the applied electric field strength,
and hence the term the linear Stark effect. One way we can visualize the
existence of this effect is to note that the energy eigenkets (5.2.21) are not
parity eigenstates and are therefore allowed to have nonvanishing electric
permanent dipole moments, and that we can see this simply by explicitly evaluating
$\langle z \rangle$. Quite generally, for an energy state that we can write as a superposition
of opposite parity states, it is permissible to have a nonvanishing permanent
electric dipole moment, which gives rise to the linear Stark effect.

An interesting question can now be asked. If we look at the “real”
hydrogen atom, the $2s$ level and $2p$ level are not really degenerate. Due to
the spin orbit force, $2p_{3/2}$ is separated from $2p_{1/2}$, as we will show in the
next section, and even the degeneracy between the $2s_{1/2}$ and $2p_{1/2}$ levels
that persists in the single particle Dirac theory is removed by quantum
electrodynamics effects (the Lamb shift). We might therefore ask, Is it
realistic to apply degenerate perturbation theory to this problem? A com-
parison with the exact result shows that if the perturbation matrix elements
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**FIGURE 5.1.** Schematic energy-level diagram for the linear Stark effect as an example of degenerate perturbation theory.
are much larger when compared to the Lamb shift splitting, then the energy shift is linear in $|E|$ for all practical purposes and the formalism of degenerate perturbation theory is applicable. On the opposite extreme, if the perturbation matrix elements are small compared to the Lamb shift splitting, then the energy shift is quadratic and we can apply nondegenerate perturbation theory; see Problem 13 of this chapter. This incidentally shows that the formalism of degenerate perturbation theory is still useful when the energy levels are almost degenerate compared to the energy scale defined by the perturbation matrix element. In intermediate cases we must work harder; it is safer to attempt to diagonalize the Hamiltonian exactly in the space spanned by all the nearby levels.

5.3. HYDROGENLIKE ATOMS: FINE STRUCTURE AND THE ZEEMAN EFFECT

Spin-Orbit Interaction and Fine Structure

In this section we study the atomic levels of hydrogenlike atoms, that is, atoms with one valence electron outside the closed shell. Alkali atoms such as sodium (Na) and potassium (K) belong to this category.

The central (spin-independent) potential $V_c(r)$ appropriate for the valence electron is no longer of the pure Coulomb form. This is because the electrostatic potential $\phi(r)$ that appears in

$$V_c(r) = e\phi(r) \quad (5.3.1)$$

is no longer due just to the nucleus of electric charge $|e|Z$; we must take into account the cloud of negatively charged electrons in the inner shells. A precise form of $\phi(r)$ does not concern us here. We simply remark that the degeneracy characteristics of the pure Coulomb potential are now removed in such a way that the higher $l$ states lie higher for a given $n$. Physically this arises from the fact that the higher $l$ states are more susceptible to the repulsion due to the electron cloud.

Instead of studying the details of $V_c(r)$, which determines the gross structure of hydrogenlike atoms, we discuss the effect of the spin-orbit ($\mathbf{L}\cdot\mathbf{S}$) interaction that gives rise to fine structure. We can understand the existence of this interaction in a qualitative fashion as follows. Because of the central force part (5.3.1), the valence electron experiences the electric field

$$\mathbf{E} = -\left(\frac{1}{e}\right)\nabla V_c(r). \quad (5.3.2)$$

But whenever a moving charge is subjected to an electric field, it “feels” an effective magnetic field given by

$$\mathbf{B}_{\text{eff}} = -\left(\frac{v}{c}\right)\times\mathbf{E}. \quad (5.3.3)$$
Because the electron has a magnetic moment \( \mu \) given by
\[
\mu = \frac{eS}{m_e c},
\]
we suspect a spin-orbit potential \( V_{LS} \) contribution to \( H \) as follows:
\[
H_{LS} \equiv -\mu \cdot \mathbf{B}_{\text{eff}}
= \mu \cdot \left( \frac{v}{c} \times \mathbf{E} \right)
= \left( \frac{eS}{m_e c} \right) \cdot \left[ \frac{p}{m_e c} \times \left( \frac{x}{r} \right) \frac{1}{(-e)} \frac{dV_e}{dr} \right]
= \frac{1}{m_e^2 c^2} \frac{1}{r} \frac{dV_e}{dr} (\mathbf{L} \cdot \mathbf{S}).
\]
(5.3.5)

When this expression is compared with the observed spin-orbit interaction, it is seen to have the correct sign, but the magnitude turns out to be too large by a factor of two. There is a classical explanation for this due to spin precession (Thomas precession after L. H. Thomas), but we shall not bother with that (Jackson 1975, for example). We simply treat the spin-orbit interaction phenomenologically and take \( V_{LS} \) to be one-half of (5.3.5). The correct quantum-mechanical explanation for this discrepancy must await the Dirac (relativistic) theory of the electron (Sakurai 1967, for instance).

We are now in a position to apply perturbation theory to hydrogenic atoms using \( V_{LS} \) as the perturbation (\( V \) of Sections 5.1 and 5.2). The unperturbed Hamiltonian \( H_0 \) is taken to be
\[
H_0 = \frac{p^2}{2m} + V_e(r),
\]
(5.3.6)

where the central potential \( V_e \) is no longer of the pure Coulomb form for alkali atoms. With just \( H_0 \) we have freedom in choosing the base kets:

Set 1: The eigenkets of \( L^2, L_z, S^2, S_z \).

Set 2: The eigenkets of \( L^2, S^2, J^2, J_z \).

(5.3.7)

Without \( V_{LS} \) (or \( H_{LS} \)) either set is satisfactory in the sense that the base kets are also energy eigenkets. With \( H_{LS} \) added it is far superior to use set 2 of (5.3.7) because \( \mathbf{L} \cdot \mathbf{S} \) does not commute with \( L_z \) and \( S_z \), while it does commute with \( J^2 \) and \( J_z \). Remember the cardinal rule: Choose unperturbed kets that diagonalize the perturbation. You have to be either a fool or a masochist to use the \( L_z, S_z \) eigenkets [set 1 of (5.3.7)] as the base kets for this problem; if we proceeded to apply blindly the method of degenerate perturbation theory starting with set 1 as our base kets, we would be forced to diagonalize the \( V_{LS}(H_{LS}) \) matrix written in the \( L_z, S_z \) representation. The
results of this, after a lot of hard algebra, give us just the \( J^2, J_z \) eigenkets as the zeroth-order unperturbed kets to be used!

In degenerate perturbation theory, if the perturbation is already diagonal in the representation we are using, all we need to do for the first-order energy shift is to take the expectation value. The wave function in the two-component form is explicitly written as

\[
\psi_{nlm} = R_{nl}(r) \psi_{j=\pm 1/2, m}^{(l)}
\]

where \( \psi_{j=\pm 1/2, m}^{(l)} \) is the spin-angular function of Section 3.7 [see (3.7.64)]. For the first-order shift, we obtain

\[
\Delta_{nlj} = \frac{1}{2m_e c^2} \left( \frac{dV_c}{dr} \right)_{nl} \frac{\hbar^2}{2} \left\{ \begin{array}{c} l \\ -l \end{array} \right\} \left( \begin{array}{c} \frac{1}{j} \\ \frac{1}{j-1} \end{array} \right) = \frac{1}{2m_e c^2} \frac{dV_c}{dr} R_{nl} r^2 dr
\]

where we have used the \( m \)-independent identity [see (3.7.65)]

\[
\int \psi_i^* \mathbf{S} \cdot \mathbf{L} \psi_d d\Omega = \frac{1}{2} \left[ j(j + 1) - l(l + 1) - \frac{3}{4} \right] \hbar^2 = \frac{\hbar^2}{2} \left\{ \begin{array}{c} l \\ -l \end{array} \right\} \left( \begin{array}{c} \frac{1}{j} \\ \frac{1}{j-1} \end{array} \right)
\]

Equation (5.3.9) is known as **Lande’s interval rule**.

To be specific, consider a sodium atom. From standard atomic spectroscopy notation, the ground-state configuration is

\[
(1s)^2(2s)^2(2p)^6(3s).
\]

The inner 10 electrons can be visualized to form a spherically symmetrical electron cloud. We are interested in the excitation of the eleventh electron from \( 3s \) to a possible higher state. The nearest possibility is excitation to \( 3p \). Because the central potential is no longer of the pure Coulomb form, \( 3s \) and \( 3p \) are now split. The fine structure brought about by \( V_{LS} \) refers to even a finer split within \( 3p \), between \( 3p_{1/2} \) and \( 3p_{3/2} \), where the subscript refers to \( j \). Experimentally, we observe two closely separated yellow lines—known as the sodium \( D \) lines—one at 5896 Å, the other at 5890 Å; see Figure 5.2. Notice that \( 3p_{3/2} \) lies higher because the radial integral in (5.3.9) is positive.

To appreciate the order of magnitude of the fine-structure splitting, let us note that for \( Z = 1 \)

\[
\left\langle \frac{1}{r} \frac{dV_c}{dr} \right\rangle_{nl} \sim \frac{e^2}{a_0^3}
\]
just on the basis of dimensional considerations. So the fine-structure splitting is of order \( e^2 / a_0^3 (\hbar / m_e c)^2 \), which is to be compared with Balmer splittings of order \( e^2 / a_0 \). It is useful to recall here that the classical radius of the electron, the Compton wavelength of the electron, and the Bohr radius are related in the following way:

\[
\frac{e^2}{m_e c^2} : \frac{\hbar}{m_e c} : a_0 : 1 : 137 : (137)^2,
\]

where we have used

\[
\frac{e^2}{\hbar c} = \frac{1}{137}.
\]

Typically, fine-structure splittings are then related to typical Balmer splittings via

\[
\left( \frac{e^2}{a_0^3} \frac{\hbar^2}{m_e^2 c^2} \right) : \left( \frac{e^2}{a_0} \right) : \left( \frac{1}{137} \right)^2 : 1,
\]

which explains the origin of the term \textit{fine structure}. There are other effects of similar orders of magnitude. Specifically, the relativistic mass correction arising from the expansion

\[
\sqrt{m_e^2 c^4 + p^2 c^2} - m_e c^2 \approx \frac{p^2}{2m_e} - \frac{p^4}{8m_e^3 c^2}
\]

is of the same order.

\textbf{The Zeeman Effect}

We now discuss hydrogen or hydrogenlike (one-electron) atoms in a uniform magnetic field—the \textbf{Zeeman effect}, sometimes called the \textit{anomalous Zeeman effect} with the electron spin taken into account. Recall that a
uniform magnetic field $B$ is derivable from a vector potential

$$A = \frac{1}{2} (B \times r).$$

(5.3.17)

For $B$ in the positive $z$-direction ($B = B\hat{z}$),

$$A = -\frac{1}{2} (By\hat{x} - Bx\hat{y})$$

(5.3.18)

suffices where $B$ stands for $|B|$. Apart from the spin term, the interaction Hamiltonian is generated by the substitution

$$p \to p - \frac{eA}{c}.$$  

(5.3.19)

We therefore have

$$H = \frac{p^2}{2m_e} + V_c(r) - \frac{e}{2m_e c}(p \cdot A + A \cdot p) + \frac{e^2 A^2}{2m_e c^2}.$$  

(5.3.20)

Because

$$\langle x' \mid p \cdot A(x) \rangle = -i\hbar \nabla \cdot [A(x') \langle x' \mid \rangle]$$

$$= \langle x' \mid A(\vec{x}) \cdot p \rangle + \langle x' \mid \rangle [-i\hbar \nabla \cdot A(x')] ,$$

(5.3.21)

it is legitimate to replace $p \cdot A$ by $A \cdot p$ whenever

$$\nabla \cdot A(x) = 0,$$

(5.3.22)

which is the case for the vector potential of (5.3.18). Noting

$$A \cdot p = |B| \left( -\frac{1}{2} yp_x + \frac{1}{2} xp_y \right)$$

$$= \frac{1}{2} |B| L_z$$

(5.3.23)

and

$$A^2 = \frac{1}{4} |B|^2 (x^2 + y^2),$$

(5.3.24)

we obtain for (5.3.20)

$$H = \frac{p^2}{2m_e} + V_c(r) - \frac{e}{2m_e c} |B| L_z + \frac{e^2}{8m_e c^2} |B|^2 (x^2 + y^2).$$

(5.3.25)

To this we may add the spin magnetic-moment interaction

$$-\mu \cdot B = -\frac{e}{m_e c} S \cdot B = -\frac{e}{m_e c} |B| S_z.$$  

(5.3.26)

The quadratic $|B|^2 (x^2 + y^2)$ is unimportant for a one-electron atom; the analogous term is important for the ground state of the helium atom where $L_z^{(tot)}$ and $S_z^{(tot)}$ both vanish. The reader may come back to this problem when he or she computes diamagnetic susceptibilities in Problems 18 and 19 of this chapter.
To summarize, omitting the quadratic term, the total Hamiltonian is made up of the following three terms:

\[ H_0 = \frac{\mathbf{p}^2}{2m_e} + V_c(r) \]  
\[ H_{LS} = \frac{1}{2m_e^2c^2} \frac{1}{r} \frac{dV_c(r)}{dr} \mathbf{L} \cdot \mathbf{S} \]  
\[ H_B = -\frac{e|\mathbf{B}|}{2m_e c} (L_z + 2S_z). \]

(5.3.27a)
(5.3.27b)
(5.3.27c)

Notice the factor 2 in front of \( S_z \); this reflects the fact that the \( g \)-factor of the electron is 2.

Suppose \( H_B \) is treated as a small perturbation. We can study the effect of \( H_B \) using the eigenkets of \( H_0 + H_{LS} \)—the \( J^2, J_z \) eigenkets—as our base kets. Noting

\[ L_z + 2S_z = J_z + S_z, \]

the first-order shift can be written as

\[ -\frac{e|\mathbf{B}|}{2m_e c} \langle J_z + S_z \rangle_{J=\pm 1/2, m}. \]

(5.3.29)

The expectation value of \( J_z \) immediately gives \( mh \). As for \( \langle S_z \rangle \), we first recall

\[ \left| j = l \pm \frac{1}{2}, m \right> = \pm \sqrt{\frac{l \pm m + \frac{1}{2}}{2l + 1}} \left| m_l = m - \frac{1}{2}, m_s = \frac{1}{2} \right> + \sqrt{\frac{l \mp m + \frac{1}{2}}{2l + 1}} \left| m_l = m + \frac{1}{2}, m_s = -\frac{1}{2} \right>. \]

(5.3.30)

The expectation value of \( S_z \) can then easily be computed:

\[ \langle S_z \rangle_{J=\pm 1/2, m} = \frac{\hbar}{2} (|c_+|^2 - |c_-|^2) = \frac{\hbar}{2} \frac{1}{(2l + 1)} \left[ (l \pm m + \frac{1}{2}) - (l \mp m + \frac{1}{2}) \right] = \pm \frac{mh}{(2l + 1)}. \]

(5.3.31)

In this manner we obtain Lande’s formula for the energy shift (due to \( \mathbf{B} \) field),

\[ \Delta E_B = -\frac{ehB}{2m_e c} m \left[ 1 \pm \frac{1}{(2l + 1)} \right]. \]

(5.3.32)

We see that the energy shift of (5.3.32) is proportional to \( m \). To understand the physical origin for this, we present another method for
deriving (5.3.31). We recall that the expectation value of $S_z$ can also be obtained using the projection theorem of Section 3.10. We get [see (3.10.45)]

$$
\langle S_z \rangle_{l=1, m, j=\frac{1}{2}, m} = \left[ \langle \mathbf{S} \cdot \mathbf{J} \rangle_{j=\frac{1}{2}} \right] \frac{m\hbar}{\hbar^2 j(j+1)}
$$

$$
= \frac{m(\mathbf{J}^2 + \mathbf{S}^2 - \mathbf{L}^2)}{2\hbar j(j+1)}
$$

$$
= m\hbar \left[ \frac{(l+\frac{1}{2})(l+\frac{1}{2}+1) + \frac{3}{4} - l(l+1)}{2(l+\frac{1}{2})(l+\frac{1}{2}+1)} \right]
$$

$$
= \pm \frac{m\hbar}{(2l+1)}, \quad (5.3.33)
$$

which is in complete agreement with (5.3.31).

In the foregoing discussion the magnetic field is treated as a small perturbation. We now consider the opposite extreme—the Paschen-Back limit—with a magnetic field so intense that the effect of $H_B$ is far more important than that of $H_{LS}$, which we later add as a small perturbation. With $H_0 + H_B$ only, the good quantum numbers are $L_z$ and $S_z$. Even $\mathbf{J}^2$ is no good because spherical symmetry is completely destroyed by the strong $\mathbf{B}$ field that selects a particular direction in space, the $z$-direction. We are left with cylindrical symmetry only—that is, invariance under rotation around the $z$-axis. So the $L_z, S_z$ eigenkets $|l, s = \frac{1}{2}, m_l, m_s\rangle$ are to be used as our base kets. The effect of the main term $H_B$ can easily be computed:

$$
\langle H_B \rangle_{m,m_s,} = \frac{-e|\mathbf{B}|\hbar}{2m_ce} (m_l + 2m_s). \quad (5.3.34)
$$

The $2(2l+1)$ degeneracy in $m_l$ and $m_s$ we originally had with $H_0$ [see (5.3.27a)] is now reduced by $H_B$ to states with the same $(m_l) + (2m_s)$, namely, $(m_l) + (1)$ and $(m_l) + (2) + (-1)$. Clearly we must evaluate the expectation value of $\mathbf{L} \cdot \mathbf{S}$ with respect to $|m_l, m_s\rangle$:

$$
\langle \mathbf{L} \cdot \mathbf{S} \rangle = \langle L_z S_z + \frac{1}{2} (L_+ S_- + L_- S_+) \rangle_{m,m_s}
$$

$$
= \hbar^2 m_l m_s, \quad (5.3.35)
$$

where we have used

$$
\langle L_+ \rangle_{m_l} = 0, \quad \langle S_+ \rangle_{m_s} = 0. \quad (5.3.36)
$$

Hence,

$$
\langle H_{LS} \rangle_{m,m_s} = \frac{\hbar^2 m_l m_s}{2m^2 c^2} \left\{ \frac{1}{r} \frac{dV_c}{dr} \right\}. \quad (5.3.37)
$$
TABLE 5-1

<table>
<thead>
<tr>
<th>Dominant interaction</th>
<th>Almost good</th>
<th>No good</th>
<th>Always good</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak B</td>
<td>$H_{LS}$</td>
<td>$J^2$ (or $L \cdot S$)</td>
<td>$L_z, S_z^*$</td>
</tr>
<tr>
<td>Strong B</td>
<td>$H_B$</td>
<td>$L_z, S_z$</td>
<td>$J^2$ (or $L \cdot S$)</td>
</tr>
</tbody>
</table>

*The exception is the stretched configuration, for example, $p_{3/2}$ with $m = \pm \frac{1}{2}$. Here $L_z$ and $S_z$ are both good; this is because magnetic quantum number $J_z$, $m = m_1 + m_s$, can be satisfied in only one way.

In many elementary books there are pictorial interpretations of the weak-field result (5.3.32) and the strong-field result (5.3.34), but we do not bother with them here. We simply summarize our results in Table 5-1, where weak and strong B fields are "calibrated" by comparing their magnitudes $ehB/2m_ec$ with $(1/137)^2e^2/a_0$. In this table almost good simply means good to the extent that the less dominant interaction could be ignored.

Specifically, let us look at the level scheme of a $p$ electron $l = 1$ ($p_{3/2}, p_{1/2}$). In the weak B case the energy shifts are linear in B, with slopes determined by

$$m \left[ 1 \pm \left( \frac{1}{2l + 1} \right) \right].$$

As we now increase B, mixing becomes possible between states with the same $m$-value—for example, $p_{3/2}$ with $m = \pm \frac{1}{2}$ and $p_{1/2}$ with $m = \pm \frac{1}{2}$; in this connection note the operator $L_z + 2S_z$ that appears in $H_B [(5.3.27c)]$ is a rank 1 tensor operator $T_{q = 0}^{(k = 1)}$ with spherical component $q = 0$. In the intermediate B region simple formulas like (5.3.32) and (5.3.34) for the expectation values are not possible; it is really necessary to diagonalize the appropriate $2 \times 2$ matrix (Gottfried 1966, 371–73). In the strong B limit the energy shifts are again proportional to $|B|$; as we see in (5.3.34), the slopes are determined by $m_1 + 2m_s$.

Van der Waals’ Interaction

An important, nice application of the Rayleigh-Schrödinger perturbation theory is to calculate the long-range interaction, or van der Waals’ force, between two hydrogen atoms in their ground states. It is easy to show that the energy between the two atoms for large separation $r$ is attractive and varies as $r^{-6}$.

Consider the two protons of the hydrogen atoms to be fixed at a distance $r$ (along the z-axis) with $\mathbf{r}_1$ the vector from the first proton to its electron and $\mathbf{r}_2$ the vector from the second proton to its electron; see Figure
FIGURE 5.3. Two hydrogen atoms with their protons (+) separated by a fixed distance $r$ and their electrons (−) at displacements $r_i$ from them.

5.3. Then the Hamiltonian $H$ can be written as

$$H = H_0 + V$$

$$H_0 = -\frac{\hbar^2}{2m} \left( \nabla_1^2 + \nabla_2^2 \right) - \frac{e^2}{r_1} - \frac{e^2}{r_2}$$

$$V = \frac{e^2}{r} + \frac{e^2}{|r + r_2 - r_1|} - \frac{e^2}{|r + r_2|} - \frac{e^2}{|r - r_1|}$$

(5.3.38)

The lowest-energy solution of $H_0$ is simply the product of the ground-state wave functions of the noninteracting hydrogen atoms

$$U_0^{(0)}(r_1) U_{100}^{(0)}(r_2)$$

(5.3.39)

Now for large $r$ ($>>$ the Bohr radius $a_0$) expand the perturbation $V$ in powers of $r_i/r$ to obtain

$$V = \frac{e^2}{r^3} \left( x_1 x_2 + y_1 y_2 - 2 z_1 z_2 \right) + 0 \left( \frac{1}{r^4} \right) + \cdots$$

(5.3.40)

The lowest-order $r^{-3}$-term in (5.3.40) corresponds to the interaction of two electric dipoles $e r_1$ and $e r_2$ separated by $r$. The higher-order terms represent higher-order multipole interactions, and thus every term in $V$ involves spherical harmonics $Y_l^m$ with $l_i > 0$ for each hydrogen atom. Hence, for each term in (5.3.40) the first-order perturbation energy matrix element $V_{00} = 0$, since the ground state $U_0^{(0)}$ wave function (5.3.39) has $l_i = 0$ (and $\int d\Omega Y_l^m(\Omega) = 0$ for $l$ and $m \neq 0$). The second-order perturbation

$$E^{(2)}(r) = \frac{e^4}{r^6} \sum_{k \neq 0} \frac{|\langle k^{(0)} | x_1 x_2 + y_1 y_2 - 2 z_1 z_2 | 0^{(0)} \rangle|^2}{E_0^{(0)} - E_k^{(0)}}$$

(5.3.41)

will be nonvanishing. We immediately see that this interaction varies as $1/r^6$; since $E_k^{(0)} > E_0^{(0)}$, it is negative. This $1/r^6$ long-range attractive van der Waals' potential is a general property of the interaction between two atoms in their ground state.*

---

*See the treatment in Schiff (1968), pages 261–263, which gives a lower and upper bound on the magnitude of the van der Waals' potential from (5.3.41) and from a variational calculation. Also note the first footnote on page 263 of Schiff concerning retardation effects.
5.4. VARIATIONAL METHODS

The perturbation theory developed in the previous section is, of course, of no help unless we already know exact solutions to a problem whose Hamiltonian is sufficiently similar. The variational method we now discuss is very useful for estimating the ground state energy $E_0$ when such exact solutions are not available.

We attempt to guess the ground-state energy $E_0$ by considering a “trial ket” $|\tilde{0}\rangle$, which tries to imitate the true ground-state ket $|0\rangle$. To this end we first obtain a theorem of great practical importance. We define $\bar{H}$ such that

$$\bar{H} = \frac{\langle \tilde{0}|H|\tilde{0}\rangle}{\langle \tilde{0}|\tilde{0}\rangle},$$

(5.4.1)

where we have accommodated the possibility that $|\tilde{0}\rangle$ might not be normalized. We can then prove the following.

**Theorem.**

$$\bar{H} \geq E_0.$$  

(5.4.2)

This means that we can obtain an *upper bound* to $E_0$ by considering various kinds of $|\tilde{0}\rangle$. The proof of this is very straightforward.

**Proof.** Even though we do not know the energy eigenket of the Hamiltonian $H$, we can imagine that $|\tilde{0}\rangle$ can be expanded as

$$|\tilde{0}\rangle = \sum_{k = 0}^{\infty} |k\rangle \langle k|\tilde{0}\rangle$$

(5.4.3)

where $|k\rangle$ is an *exact* energy eigenket of $H$:

$$H|k\rangle = E_k |k\rangle.$$  

(5.4.4)

The theorem (5.4.2) follows when we use $E_k = E_k - E_0 + E_0$ to evaluate $\bar{H}$ in (5.4.1). We have

$$\bar{H} = \frac{\sum_{k = 0}^{\infty} |\langle k|\tilde{0}\rangle|^2 E_k}{\sum_{k = 0}^{\infty} |\langle k|\tilde{0}\rangle|^2}$$

(5.4.5a)

$$= \sum_{k = 1}^{\infty} \frac{|\langle k|\tilde{0}\rangle|^2 (E_k - E_0)}{\sum_{k = 0}^{\infty} |\langle k|\tilde{0}\rangle|^2} + E_0$$

(5.4.5b)

$$\geq E_0,$$  

(5.4.5c)
where we have used the fact that $E_k - E_0$ in the first sum of (5.4.5b) is necessarily positive. It is also obvious from this proof that the equality sign in (5.4.2) holds only if $|\tilde{0}\rangle$ coincides exactly with $|0\rangle$, that is, if the coefficients $\langle k | \tilde{0} \rangle$ all vanish for $k \neq 0$.

The theorem (5.4.2) is quite powerful because $\overline{H}$ provides an upper bound to the true ground-state energy. Furthermore, a relatively poor trial ket can give a fairly good energy estimate for the ground state because if

$$\langle k | \tilde{0} \rangle \sim O(\varepsilon) \quad \text{for } k \neq 0,$$

then from (5.4.5) we have

$$\overline{H} - E_0 \sim O(\varepsilon^2).$$

We see an example of this in a moment. Of course, the method does not say anything about the discrepancy between $\overline{H}$ and $E_0$; all we know is that $\overline{H}$ is larger than (or equal to) $E_0$.

Another way to state the theorem is to assert that $\overline{H}$ is stationary with respect to the variation

$$|\tilde{0}\rangle \rightarrow |\tilde{0}\rangle + \delta|\tilde{0}\rangle;$$

that is, $\delta \overline{H} = 0$ when $|\tilde{0}\rangle$ coincides with $|0\rangle$. By this we mean that if $|0\rangle + \delta|\tilde{0}\rangle$ is used in place of $|\tilde{0}\rangle$ in (5.4.5) and we calculate $\overline{H}$, then the error we commit in estimating the true ground-state energy involves $|\tilde{0}\rangle$ to order $(\delta|\tilde{0}\rangle)^2$.

The variational method per se does not tell us what kind of trial kets are to be used to estimate the ground-state energy. Quite often we must appeal to physical intuition—for example, the asymptotic behavior of wave function at large distances. What we do in practice is to characterize trial kets by one or more parameters $\lambda_1, \lambda_2, \ldots$, and compute $\overline{H}$ as a function of $\lambda_1, \lambda_2, \ldots$. We then minimize $\overline{H}$ by (1) setting the derivative with respect to the parameters all zero, namely,

$$\frac{\partial \overline{H}}{\partial \lambda_1} = 0, \quad \frac{\partial \overline{H}}{\partial \lambda_2} = 0, \ldots,$$

(2) determining the optimum values of $\lambda_1, \lambda_2, \ldots$, and (3) substituting them back to the expression for $\overline{H}$.

If the wave function for the trial ket already has a functional form of the exact ground-state energy eigenfunction, we of course obtain the true ground-state energy function by this method. For example, suppose somebody has the foresight to guess that the wave function for the ground state of the hydrogen atom must be of the form

$$\langle x | 0 \rangle \propto e^{-r/a},$$

where $a$ is regarded as a parameter to be varied. We then find, upon minimizing $\overline{H}$ with (5.4.10), the correct ground-state energy $-e^2/2a_0$. Not
surprisingly, the minimum is achieved when $a$ coincides with the Bohr radius $a_0$.

As a second example, we attempt to estimate the ground state of the infinite-well (one-dimensional box) problem defined by

$$
V = \begin{cases} 
0, & \text{for } |x| < a \\
\infty, & \text{for } |x| > a.
\end{cases} \quad (5.4.11)
$$

The exact solutions are, of course, well known:

$$
\langle x|0\rangle = \frac{1}{\sqrt{a}} \cos \left( \frac{\pi x}{2a} \right),
$$

$$
E_0 = \left( \frac{\hbar^2}{2m} \right) \left( \frac{\pi^2}{4a^2} \right). \quad (5.4.12)
$$

But suppose we did not know these. Evidently the wave function must vanish at $x = \pm a$; furthermore, for the ground state the wave function cannot have any wiggles. The simplest analytic function that satisfies both requirements is just a parabola going through $x = \pm a$:

$$
\langle x|\bar{0}\rangle = a^2 - x^2, \quad (5.4.13)
$$

where we have not bothered to normalize $|\bar{0}\rangle$. Here there is no variational parameter. We can compute $\bar{H}$ as follows:

$$
\bar{H} = \frac{\left( -\frac{\hbar^2}{2m} \right) \int_{-a}^{a} (a^2 - x^2) \frac{d^2}{dx^2} (a^2 - x^2) dx}{\int_{-a}^{a} (a^2 - x^2)^2 dx}
$$

$$
= \left( \frac{10}{\pi^2} \right) \left( \frac{\pi^2 \hbar^2}{8a^2 m} \right) = 1.0132 \ E_0. \quad (5.4.14)
$$

It is remarkable that with such a simple trial function we can come within 1.3% of the true ground-state energy.

A much better result can be obtained if we use a more sophisticated trial function. We try

$$
\langle x|\bar{0}\rangle = |a|^\lambda - |x|^\lambda, \quad (5.4.15)
$$

where $\lambda$ is now regarded as a variational parameter. Straightforward algebra gives

$$
\bar{H} = \left( \frac{(\lambda + 1)(2\lambda + 1)}{(2\lambda - 1)} \right) \left( \frac{\hbar^2}{4ma^2} \right), \quad (5.4.16)
$$

which has a minimum at

$$
\lambda = \frac{(1 + \sqrt{6})}{2} \approx 1.72, \quad (5.4.17)
$$
not far from $\lambda = 2$ (a parabola) considered earlier. This gives

$$\bar{H}_{\text{min}} = \left( \frac{5 + 2\sqrt{6}}{\pi^2} \right) E_0 \approx 1.00298E_0.$$  \hfill (5.4.18)

So the variational method with (5.4.15) gives the correct ground-state energy within 0.3%—a fantastic result considering the simplicity of the trial function used.

How well does this trial function imitate the true ground-state wave function? It is amusing that we can answer this question without explicitly evaluating the overlap integral $\langle 0|\tilde{\phi} \rangle$. Assuming that $|\tilde{\phi}\rangle$ is normalized, we have [from (5.4.1)–(5.4.4)]

$$\bar{H}_{\text{min}} = \sum_{k=0}^{\infty} |\langle k|\tilde{\phi}\rangle|^2 E_k \geq |\langle 0|\tilde{\phi}\rangle|^2 E_0 + 9E_0(1 - |\langle 0|\tilde{\phi}\rangle|^2)$$ \hfill (5.4.19)

where $9E_0$ is the energy of the second excited state; the first excited state ($k=1$) gives no contribution by parity conservation. Solving for $|\langle 0|\tilde{\phi}\rangle|^2$ and using (5.4.18), we have

$$|\langle 0|\tilde{\phi}\rangle|^2 \geq \frac{9E_0 - \bar{H}_{\text{min}}}{8E_0} = 0.99963.$$ \hfill (5.4.20)

Departure from unity characterizes a component of $|\tilde{\phi}\rangle$ in a direction orthogonal to $|0\rangle$. If we are talking about “angle” $\theta$ defined by

$$\langle 0|\tilde{\phi}\rangle = \cos \theta,$$ \hfill (5.4.21)

then (5.4.20) corresponds to

$$\theta \leq 1.1^\circ,$$ \hfill (5.4.22)

so $|0\rangle$ and $|\tilde{\phi}\rangle$ are nearly “parallel.”

One of the earliest applications of the variational method involved the ground-state energy of the helium atom, which we will discuss in Section 6.1. We can also use the variational method to estimate the energies of first excited states; all we need to do is work with a trial ket orthogonal to the ground-state wave function—either exact, if known, or an approximate one obtained by the variational method.

---

5.5. TIME-DEPENDENT POTENTIALS: THE INTERACTION PICTURE

Statement of the Problem

So far in this book we have been concerned with Hamiltonians that do not contain time explicitly. In nature, however, there are many quantum-mechanical systems of importance with time dependence. In the
remaining part of this chapter we show how to deal with situations with time-dependent potentials.

We consider a Hamiltonian $H$ such that it can be split into two parts,

$$H = H_0 + V(t),$$

(5.5.1)

where $H_0$ does not contain time explicitly. The problem $V(t) = 0$ is assumed to be solved in the sense that the energy eigenkets $|n\rangle$ and the energy eigenvalues $E_n$ defined by

$$H_0|n\rangle = E_n|n\rangle$$

(5.5.2)

are completely known.* We may be interested in situations where initially only one of the energy eigenstates of $H_0$—for example, $|i\rangle$—is populated. As time goes on, however, states other than $|i\rangle$ are populated because with $V(t) \neq 0$ we are no longer dealing with "stationary" problems; the time-evolution operator is no longer as simple as $e^{-iHt/\hbar}$ when $H$ itself involves time. Quite generally the time-dependent potential $V(t)$ can cause transitions to states other than $|i\rangle$. The basic question we address is, What is the probability as a function of time for the system to be found in $|n\rangle$, with $n \neq i$?

More generally, we may be interested in how an arbitrary state ket changes as time goes on, where the total Hamiltonian is the sum of $H_0$ and $V(t)$. Suppose at $t = 0$, the state ket of a physical system is given by

$$|\alpha\rangle = \sum_n c_n(0)|n\rangle.$$  

(5.5.3)

We wish to find $c_n(t)$ for $t > 0$ such that

$$|\alpha, t_0 = 0; t\rangle = \sum_n c_n(t)e^{-iE_n t/\hbar}|n\rangle$$

(5.5.4)

where the ket on the left side stands for the state ket in the Schrödinger picture at $t$ of a physical system whose state ket at $t = 0$ was found to be $|\alpha\rangle$.

The astute reader may have noticed the manner in which we have separated the time dependence of the coefficient of $|n\rangle$ in (5.5.4). The factor $e^{-iE_n t/\hbar}$ is present even if $V$ is absent. This way of writing the time dependence makes it clear that the time evolution of $c_n(t)$ is due solely to the presence of $V(t)$; $c_n(t)$ would be identically equal to $c_n(0)$ and hence independent of $t$ if $V$ were zero. As we shall see in a moment, this separation is convenient because $c_n(t)$ satisfies a relatively simple differential equation. The probability of finding $|n\rangle$ is found by evaluating $|c_n(t)|^2$.

---

*In (5.5.2) we no longer use the notation $|n^{(0)}\rangle$, $E_n^{(0)}$.  


The Interaction Picture

Before we discuss the differential equation for $c_n(t)$, we discuss the interaction picture. Suppose we have a physical system such that its state ket coincides with $|\alpha\rangle$ at $t = t_0$, where $t_0$ is often taken to be zero. At a later time, we denote the state ket in the Schrödinger picture by $|\alpha, t_0; t\rangle_S$, where the subscript $S$ reminds us that we are dealing with the state ket of the Schrödinger picture.

We now define

$$|\alpha, t_0; t\rangle_I = e^{iH_0 t/\hbar}|\alpha, t_0; t\rangle_S,$$

(5.5.5)

where $|\rangle_I$ stands for a state ket that represents the same physical situation in the interaction picture. At $t = 0$, $|\rangle_I$ evidently coincides with $|\rangle_S$. For operators (representing observables) we define observables in the interaction picture as

$$A_I = e^{iH_0 t/\hbar}A_S e^{-iH_0 t/\hbar}.$$

(5.5.6)

In particular,

$$V_I = e^{iH_0 t/\hbar}V e^{-iH_0 t/\hbar}$$

(5.5.7)

where $V$ without a subscript is understood to be the time-dependent potential in the Schrödinger picture. The reader may recall here the connection between the Schrödinger picture and the Heisenberg picture:

$$|\alpha\rangle_H = e^{+iH t/\hbar}|\alpha, t_0 = 0; t\rangle_S$$

(5.5.8)

$$A_H = e^{iH t/\hbar}A_S e^{-iH t/\hbar}.$$

(5.5.9)

The basic difference between (5.5.8) and (5.5.9) on the one hand and (5.5.6) and (5.5.7) on the other is that $H$ rather than $H_0$ appears in the exponential.

We now derive the fundamental differential equation that characterizes the time evolution of a state ket in the interaction picture. Let us take the time derivative of (5.5.5) with the full $H$ given by (5.5.1):

$$i\hbar \frac{\partial}{\partial t} |\alpha, t_0; t\rangle_I = i\hbar \frac{\partial}{\partial t} \left( e^{iH_0 t/\hbar}|\alpha, t_0; t\rangle_S \right)$$

$$= -H_0 e^{iH_0 t/\hbar}|\alpha, t_0; t\rangle_S + e^{iH_0 t/\hbar}(H_0 + V)|\alpha, t_0; t\rangle_S$$

$$= e^{iH_0 t/\hbar}V e^{-iH_0 t/\hbar} e^{iH_0 t/\hbar}|\alpha, t_0; t\rangle_S.$$

(5.5.10)

We thus see

$$i\hbar \frac{\partial}{\partial t} |\alpha, t_0; t\rangle_I = V_I |\alpha, t_0; t\rangle_I,$$

(5.5.11)

which is a Schrödinger-like equation with the total $H$ replaced by $V_I$. In other words $|\alpha, t_0; t\rangle_I$ would be a ket fixed in time if $V_I$ were absent. We can also show for an observable $A$ (that does not contain time $t$ explicitly in the Schrödinger picture) that

$$\frac{dA_I}{dt} = \frac{1}{\i\hbar} [A_I, H_0],$$

(5.5.12)

which is a Heisenberg-like equation with $H$ replaced by $H_0$. 
In many respects, the interaction picture, or Dirac picture, is intermediate between the Schrödinger picture and the Heisenberg picture; this should be evident from Table 5.2.

In the interaction picture we continue using \(|n\rangle\) as our base kets. Thus we expand \(|\alpha, t_0; t\rangle_I\) as follows:

$$|\alpha, t_0; t\rangle_I = \sum_n c_n(t)|n\rangle.$$  \hspace{1cm} (5.5.13)

With \(t_0\) set equal to 0, we see that the \(c_n(t)\) appearing here are the same as the \(c_n(t)\) introduced earlier in (5.5.4), as can easily be verified by multiplying both sides of (5.5.4) by \(e^{iH_0t/\hbar}\) using (5.5.2).

We are finally in a position to write the differential equation for \(c_n(t)\). Multiplying both sides of (5.5.11) by \(\langle n|\) from the left, we obtain

$$i\hbar \frac{\partial}{\partial t} \langle n| \alpha, t_0; t\rangle_I = \sum_m \langle n|V_i|m\rangle \langle m|\alpha, t_0; t\rangle_I.$$  \hspace{1cm} (5.5.14)

This can also be written using

$$\langle n|e^{iH_0t/\hbar}V(t)e^{-iH_0t/\hbar}|m\rangle = V_{nm}(t)e^{i(E_n-E_m)t/\hbar}$$

and

$$c_n(t) = \langle n|\alpha, t_0; t\rangle_I$$

[from (5.5.13)] as

$$i\hbar \frac{d}{dt} c_n(t) = \sum_m V_{nm}e^{i\omega_{nm}t}c_m(t),$$  \hspace{1cm} (5.5.15)

where

$$\omega_{nm} \equiv \frac{(E_n - E_m)}{\hbar} = -\omega_{mn}.$$  \hspace{1cm} (5.5.16)

Explicitly,

$$i\hbar \begin{pmatrix} \dot{c}_1 \\ \dot{c}_2 \\ \dot{c}_3 \\ \vdots \end{pmatrix} = \begin{pmatrix} V_{11} & V_{12}e^{i\omega_{12}t} & \cdots \\ V_{21}e^{i\omega_{21}t} & V_{22} & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix} \begin{pmatrix} c_1 \\ c_2 \\ c_3 \\ \vdots \end{pmatrix}.$$  \hspace{1cm} (5.5.17)

This is the basic coupled differential equation that must be solved to obtain the probability of finding \(|n\rangle\) as a function of \(t\).
Time-Dependent Two-State Problems: Nuclear Magnetic Resonance, Masers, and So Forth

Exact soluble problems with time-dependent potentials are rather rare. In most cases we have to resort to perturbation expansion to solve the coupled differential equations (5.5.17), as we will discuss in the next section. There is, however, a problem of enormous practical importance, which can be solved exactly—a two-state problem with a sinusoidal oscillating potential.

The problem is defined by

\[ H_0 = E_1|1\rangle\langle 1| + E_2|2\rangle\langle 2| \quad (E_2 > E_1) \]

\[ V(t) = \gamma e^{i\omega t}|1\rangle\langle 2| + \gamma e^{-i\omega t}|2\rangle\langle 1|, \tag{5.5.18} \]

where \( \gamma \) and \( \omega \) are real and positive. In the language of (5.5.14) and (5.5.15), we have

\[ V_{12} = V_{21}^* = \gamma e^{i\omega t} \]

\[ V_{11} = V_{22} = 0. \tag{5.5.19} \]

We thus have a time-dependent potential that connects the two energy eigenstates of \( H_0 \). In other words, we can have a transition between the two states \( |1\rangle \not\equiv |2\rangle \).

An exact solution to this problem is available. If initially—at \( t = 0 \) —only the lower level is populated so that [see (5.5.3)]

\[ c_1(0) = 1, \quad c_2(0) = 0, \tag{5.5.20} \]

then the probability for being found in each of the two states is given by (Rabi’s formula, after I. I. Rabi, who is the father of molecular beam techniques)

\[ |c_2(t)|^2 = \frac{\gamma^2/\hbar^2}{\gamma^2/\hbar^2 + (\omega - \omega_{21})^2/4} \sin^2\left(\frac{\gamma^2}{\hbar^2 + (\omega - \omega_{21})^2/4} t\right) \]

\[ |c_1(t)|^2 = 1 - |c_2(t)|^2, \tag{5.5.21a} \]

\[ |c_1(t)|^2 = 1 - |c_2(t)|^2, \tag{5.5.21b} \]

where

\[ \omega_{21} \equiv \frac{(E_2 - E_1)}{\hbar}, \tag{5.5.22} \]

as the reader may verify by working out Problem 30 of this chapter.

Let us now look at \( |c_2|^2 \) a little more closely. We see that the probability for finding the upper state \( E_2 \) exhibits an oscillatory time dependence with angular frequency, two times that of

\[ \Omega = \sqrt{\frac{\gamma^2}{\hbar^2} + \frac{(\omega - \omega_{21})^2}{4}}. \tag{5.5.23} \]
The amplitude of oscillation is very large when

$$\omega = \omega_{21} = \frac{(E_2 - E_1)}{\hbar}, \quad (5.5.24)$$

that is, when the angular frequency of the potential—usually due to an externally applied electric or magnetic field—is nearly equal to the angular frequency characteristic of the two-state system. Equation (5.5.24) is therefore known as the **resonance condition**.

It is instructive to look at (5.5.21a) and (5.5.21b) a little closely exactly at resonance:

$$\omega = \omega_{21}, \quad \Omega = \frac{\gamma}{\hbar}. \quad (5.5.25)$$

We can plot $|c_1(t)|^2$ and $|c_2(t)|^2$ as a function of $t$; see Figure 5.4. From $t = 0$ to $t = \pi \hbar / 2\gamma$, the two-level system absorbs energy from the time-dependent potential $V(t)$; $|c_1(t)|^2$ decreases from unity as $|c_2(t)|^2$ grows. At $t = \pi \hbar / 2\gamma$, only the upper state is populated. From $t = \pi \hbar / 2\gamma$ to $t = \pi \hbar / \gamma$, the system gives up its excess energy [of the excited (upper) state] to $V(t)$; $|c_2|^2$ decreases and $|c_1|^2$ increases. This absorption-emission cycle is repeated indefinitely, as is also shown in Figure 5.4, so $V(t)$ can be regarded as a source or sink of energy; put in another way, $V(t)$ can cause a transition from $|1\rangle$ to $|2\rangle$ (absorption) or from $|2\rangle$ to $|1\rangle$ (emission). We will come back to this point of view when we discuss emission and absorption of radiation.

The absorption-emission cycle takes place even away from resonance. However, the amplitude of oscillation for $|2\rangle$ is now reduced; $|c_2(t)|^2_{\text{max}}$ is no longer 1 and $|c_1(t)|^2$ does not go down all the way to 0. In Figure 5.5 we plot $|c_2(t)|^2_{\text{max}}$ as a function of $\omega$. This curve has a resonance peak centered around $\omega = \omega_{21}$, and the full width at half maxima is given by

![Figure 5.4](image-url)
4γ/ℏ. It is worth noting that the weaker the time-dependent potential (γ small), the narrower the resonance peak.

**Spin Magnetic Resonance**

The two-state problem defined by (5.5.18) has many physical applications. As a first example, consider a spin ½ system—say a bound electron—subjected to a $t$-independent uniform magnetic field in the $z$-direction and, in addition, a $t$-dependent magnetic field rotating in the $xy$-plane:

$$
\mathbf{B} = B_0 \hat{\mathbf{z}} + B_1 (\hat{x} \cos \omega t + \hat{y} \sin \omega t)
$$

(5.5.26)

with $B_0$ and $B_1$ constant. We can treat the effect of the uniform $t$-independent field as $H_0$ and the effect of the rotating field as $V$. For

$$
\mu = \frac{e}{m_e c} \mathbf{S}
$$

(5.5.27)

we have

$$
H_0 = -\left( \frac{e \hbar B_0}{2m_e c} \right) (|+\rangle\langle+| - |+\rangle\langle-| - |\rangle\langle+|)
$$

$$
V(t) = -\left( \frac{e \hbar B_1}{2m_e c} \right) \left[ \cos \omega t (|+\rangle\langle-| + |\rangle\langle+|) + \sin \omega t (-i|+\rangle\langle-| + i|\rangle\langle+|) \right]
$$

(5.5.28)

where we have used the ket-bra forms of $2\mathbf{S}_z/\hbar$ [see (3.2.1)]. With $e < 0$, $E_+$ has a higher energy than $E_-$, and we can identify

$$
|+\rangle \rightarrow |2\rangle \quad \text{(upper level)}
$$

$$
|\rangle \rightarrow |1\rangle \quad \text{(lower level)}
$$

(5.5.29)
to make correspondence with the notation of (5.5.18). The angular frequency characteristic of the two-state system is

\[ \omega_{21} = \frac{|e| B_0}{m_e c}, \]  

(5.5.30)

which is just the spin-precession frequency for the \( B_0 \neq 0, B_1 = 0 \) problem already treated in Section 2.1. Even though the expectation values of \( \langle S_{x,y} \rangle \) change due to spin precession in the counterclockwise direction (seen from the positive z-side), \( |c_+|^2 \) and \( |c_-|^2 \) remain unchanged in the absence of the rotating field. We now add a new feature as a result of the rotating field: \( |c_+|^2 \) and \( |c_-|^2 \) do change as a function of time. This can be seen by identifying

\[ -\frac{e \hbar B_1}{2m_e c} \rightarrow \gamma, \quad \omega \rightarrow \omega \]  

(5.5.31)

to make correspondence to the notation of (5.5.18); our time-dependent interaction (5.5.28) is precisely of form (5.5.18). The fact that \( |c_+(t)|^2 \) and \( |c_-(t)|^2 \) vary in the manner indicated by Figure 5.4 for \( \omega = \omega_{21} \) and the correspondence (5.5.29), for example, implies that the spin \( \frac{1}{2} \) system undergoes a succession of spin-flops, \( |+\rangle \nRightarrow |-\rangle \), in addition to spin precession. Semiclassically, spin-flops of this kind can be interpreted as being due to the driving torque exerted by rotating B.

The resonance condition is satisfied whenever the frequency of the rotating magnetic field coincides with the frequency of spin precession determined by the strength of the uniform magnetic field. We see that the probability of spin-flops is particularly large.

In practice, a rotating magnetic field may be difficult to produce experimentally. Fortunately, a horizontally oscillating magnetic field—for instance, in the x-direction— is just as good. To see this, we first note that such an oscillating field can be decomposed into a counterclockwise component and a clockwise component as follows:

\[ 2B_1 \hat{x} \cos \omega t = B_1 (\hat{x} \cos \omega t + \hat{y} \sin \omega t) + B_1 (\hat{x} \cos \omega t - \hat{y} \sin \omega t). \]  

(5.5.32)

We can obtain the effect of the counterclockwise component simply by reversing the sign of \( \omega \). Suppose the resonance condition is met for the counterclockwise component

\[ \omega = \omega_{21}. \]  

(5.5.33)

Under a typical experimental condition,

\[ \frac{B_1}{B_0} \ll 1, \]  

(5.5.34)
which implies from (5.5.30) and (5.5.31) that
\[
\frac{\gamma}{\hbar} \ll \omega_{21};
\]  
(5.5.35)
as a result, whenever the resonance condition is met for the counterclockwise component, the effect of the clockwise component becomes completely negligible, since it amounts to \( \omega \to -\omega \), and the amplitude becomes small in magnitude as well as very rapidly oscillating.

The resonance problem we have solved is of fundamental importance in interpreting atomic molecular beam and nuclear magnetic resonance experiments. By varying the frequency of oscillating field, it is possible to make a very precise measurement of magnetic moment. We have based our discussion on the solution to differential equations (5.5.17); this problem can also be solved, perhaps more elegantly, by introducing the rotating axis representation of Rabi, Schwinger, and Van Vleck.

**Maser**

As another application of the time-dependent two-state problem, let us consider a **maser**. Specifically, we consider an ammonia molecule NH\(_3\), which—as we may recall from Section 4.2—has two parity eigenstates \( |S\rangle \) and \( |A\rangle \) lying close together such that \( |A\rangle \) is slightly higher. Let \( \mu_{el} \) be the electric dipole operator of the molecule. From symmetry considerations we expect that \( \mu_{el} \) is proportional to \( x \), the position operator for the N atom. The basic interaction is like \(-\mu_{el} \cdot \mathbf{E}\), where for a maser \( \mathbf{E} \) is a time-dependent electric field in a microwave cavity:
\[
\mathbf{E} = |E|_{\text{max}} \hat{z} \cos \omega t.
\]  
(5.5.36)
It is legitimate to ignore the spatial variation of \( \mathbf{E} \) because the wavelength in the microwave region is far larger than molecular dimension. The frequency \( \omega \) is tuned to the energy difference between \( |A\rangle \) and \( |S\rangle \):
\[
\omega = \frac{(E_A - E_S)}{\hbar}.
\]  
(5.5.37)
The diagonal matrix elements of the dipole operator vanish by parity:
\[
\langle A | \mu_{el} | A \rangle = \langle S | \mu_{el} | S \rangle = 0,
\]  
(5.5.38)but the off-diagonal elements are, in general, nonvanishing:
\[
\langle S | x | A \rangle = \langle A | x | S \rangle \neq 0.
\]  
(5.5.39)This means that there is a time-dependent potential that connects \( |S\rangle \) and \( |A\rangle \), and the general two-state problem we discussed earlier is now applicable.

We are now in a position to discuss how masers work. Given a molecular beam of NH\(_3\) containing both \( |S\rangle \) and \( |A\rangle \), we first eliminate the \( |S\rangle \) component by letting the beam go through a region of time-independent
inhomogeneous electric field. Such an electric field separates $|S\rangle$ from $|A\rangle$ in much the same way as the inhomogeneous magnetic field in the Stern-Gerlach experiment separates $|+\rangle$ from $|-\rangle$. A pure beam of $|A\rangle$ then enters a microwave cavity tuned to the energy difference $E_A - E_S$. The dimension of the cavity is such that the time spent by the molecule is just $(\pi/2)\hbar/\gamma$. As a result we stay in the first emission phase of Figure 5.4; we have $|A\rangle$ in and $|S\rangle$ out. The excess energy of $|A\rangle$ is given up to the time-dependent potential as $|A\rangle$ turns into $|S\rangle$ and the radiation (microwave) field gains energy. In this way we obtain Microwave Amplification by Stimulated Emission of Radiation, or MASER.

There are many other applications of the general time-dependent two-state problem, such as the atomic clock and optical pumping. In fact, it is amusing to see that as many as four Nobel Prizes in physics have been awarded to those who exploited time-dependent two-state systems of some form.*

5.6. TIME-DEPENDENT PERTURBATION THEORY

Dyson Series

With the exception of a few problems like the two-level time-dependent problem of the previous section, exact solutions to the differential equation for $c_n(t)$ are usually not available. We must be content with approximate solutions to (5.5.17) obtained by perturbation expansion:

$$c_n(t) = c_n^{(0)} + c_n^{(1)} + c_n^{(2)} + \cdots,$$

(5.6.1)

where $c_n^{(1)}$, $c_n^{(2)}$, ... signify amplitudes of first order, second order, and so on in the strength parameter of the time-dependent potential. The iteration method used to solve this problem is similar to what we did in time-independent perturbation theory. If initially only the state $i$ is populated, we approximate $c_n$ on the right-hand side of differential equation (5.5.17) by $c_n^{(0)} = \delta_{ni}$ (independent of $t$) and relate it to the time derivative of $c_n^{(1)}$, integrate the differential equation to obtain $c_n^{(1)}$, plug $c_n^{(1)}$ into the right-hand side [of (5.5.17)] again to obtain the differential equation for $c_n^{(2)}$, and so on. This is how Dirac developed time-dependent perturbation theory in 1927.

Instead of working with $c_n(t)$, we propose to look at the time evolution operator $U_I(t, t_0)$ in the interaction picture, which we will define later. We obtain a perturbation expansion for $U_I(t, t_0)$, and at the very end

---

* Nobel Prize winners who took advantage of resonance in the two-level systems are Rabi (1944) on molecular beams and nuclear magnetic resonance; Bloch and Purcell (1952) on B field in atomic nuclei and nuclear magnetic moments; Townes, Basov, and Prochorov (1964) on masers, lasers, and quantum optics; and Kastler (1966) on optical pumping.
we relate the matrix elements of $U_I$ to $c_n(t)$. If we are interested only in solving simple problems in nonrelativistic quantum mechanics, all this might look superfluous; however, the operator formalism we develop is very powerful because it can immediately be applied to more-advanced problems, such as relativistic quantum field theory and many-body theory.

The time-evolution operator in the interaction picture is defined by

$$| \alpha, t_0; t \rangle_I = U_I(t, t_0) | \alpha, t_0; t_0 \rangle_I. \quad (5.6.2)$$

Differential equation (5.5.11) for the state ket of the interaction picture is equivalent to

$$i\hbar \frac{d}{dt} U_I(t, t_0) = V_I(t) U_I(t, t_0). \quad (5.6.3)$$

We must solve this operator differential equation subject to the initial condition

$$U_I(t, t_0) |_{t=t_0} = 1. \quad (5.6.4)$$

First, let us note that the differential equation together with the initial condition is equivalent to the following integral equation:

$$U_I(t, t_0) = 1 - \frac{i}{\hbar} \int_{t_0}^{t} V_I(t') U_I(t', t_0) dt'. \quad (5.6.5)$$

We can obtain an approximate solution to this equation by iteration:

$$U_I(t, t_0) = 1 - \frac{i}{\hbar} \int_{t_0}^{t} V_I(t') \left[ 1 - \frac{i}{\hbar} \int_{t_0}^{t'} V_I(t'') U_I(t'', t_0) dt'' \right] dt'$$

$$= 1 - \frac{i}{\hbar} \int_{t_0}^{t} dt' V_I(t') + \left( \frac{-i}{\hbar} \right)^2 \int_{t_0}^{t} dt' \int_{t_0}^{t'} dt'' V_I(t') V_I(t'')$$

$$+ \cdots + \left( \frac{-i}{\hbar} \right)^n \int_{t_0}^{t} dt' \int_{t_0}^{t'} dt'' \cdots \int_{t_0}^{t^{(n-1)}} dt^{(n)} V_I(t') V_I(t'') \cdots V_I(t^{(n)})$$

$$+ \cdots. \quad (5.6.6)$$

This series is known as the **Dyson series** after Freeman J. Dyson, who applied this method to covariant quantum electrodynamics (QED).* Setting aside the difficult question of convergence, we can compute $U_I(t, t_0)$ to any finite order of perturbation theory.

---

*Note that in QED, the time-ordered product $(t' > t'' > \cdots)$ is introduced, and then this perturbation series can be summed into an exponential form. This exponential form immediately gives $U(t, t_0) = U(t, t_1) U(t_1, t_0)$ (Bjorken and Drell 1965, 175–78).
Transition Probability

Once \( U_I(t, t_0) \) is given, we can predict the time development of any state ket. For example, if the initial state at \( t = 0 \) is one of the energy eigenstates of \( H_0 \), then to obtain the initial state ket at a later time, all we need to do is multiply by \( U_I(t, 0) \):

\[
|\alpha, t_0; t\rangle_I = U_I(t, 0)|\alpha, t_0\rangle_S
= e^{iH_0t/h}U(t, t_0)|\alpha, t_0; t_0\rangle_S
= e^{iH_0t/h}U(t, t_0)e^{-iH_0t_0/h}|\alpha, t_0; t_0\rangle_I. \tag{5.6.8}
\]

So we have

\[
U_I(t, t_0) = e^{iH_0t/h}U(t, t_0)e^{-iH_0t_0/h}. \tag{5.6.9}
\]

Let us now look at the matrix element of \( U_I(t, t_0) \) between energy eigenstates of \( H_0 \):

\[
\langle n|U_I(t, t_0)|i\rangle = e^{i(E_n - E_i)t_0/h}\langle n|U(t, t_0)|i\rangle. \tag{5.6.10}
\]

We recall from Section 2.2 that \( \langle n|U(t, t_0)|i\rangle \) is defined to be the transition amplitude. Hence our \( \langle n|U_I(t, t_0)|i\rangle \) here is not quite the same as the transition amplitude defined earlier. However, the transition probability defined as the square of the modulus of \( \langle n|U(t, t_0)|i\rangle \) is the same as the analogous quantity in the interaction picture

\[
|\langle n|U_I(t, t_0)|i\rangle|^2 = |\langle n|U(t, t_0)|i\rangle|^2. \tag{5.6.11}
\]

Parenthetically, we may remark that if the matrix elements of \( U_I \) are taken between initial and final states that are not energy eigenstates—for example, between \( |a'\rangle \) and \( |b'\rangle \) (eigenkets of \( A \) and \( B \), respectively), where \([H_0, A] \neq 0\) and/or \([H_0, B] \neq 0\)—we have, in general,

\[
|\langle b'|U_I(t, t_0)|a'\rangle| \neq |\langle b'|U(t, t_0)|a'\rangle|,
\]

as the reader may easily verify. Fortunately, in problems where the interaction picture is found to be useful, the initial and final states are usually taken to be \( H_0 \) eigenstates. Otherwise, all that is needed is to expand \( |a'\rangle, |b'\rangle \), and so on in terms of the energy eigenkets of \( H_0 \).
Coming back to $\langle n | U_f(t, t_0) | i \rangle$, we illustrate by considering a physical situation where at $t = t_0$, the system is known to be in state $|i\rangle$. The state ket in the Schrödinger picture $|i, t_0; t_\rangle_S$ is then equal to $|i\rangle$ up to a phase factor. In applying the interaction picture, it is convenient to choose the phase factor at $t = t_0$ so that

$$|i, t_0; t_0\rangle_S = e^{-iE_i t_0 / \hbar}|i\rangle,$$

which means that in the interaction picture we have the simple equation

$$|i, t_0; t_0\rangle_I = |i\rangle.$$

At a later time we have

$$|i, t_0; t\rangle_I = U_I(t, t_0)|i\rangle.$$

Comparing this with the expansion

$$|i, t_0; t\rangle_I = \sum_n c_n(t)|n\rangle,$$

we see

$$c_n(t) = \langle n | U_I(t, t_0) | i \rangle.$$

We now go back to the perturbation expansion for $U_I(t, t_0)$ [see (5.6.6)]. We can also expand $c_n(t)$ as in (5.6.1), where $c_n^{(1)}$ is first order in $V_I(t)$, $c_n^{(2)}$ is second order in $V_I(t)$, and so on. Comparing the expansion of both sides of (5.6.16), we obtain [using (5.5.7)]

$$c_n^{(0)}(t) = \delta_{ni} \quad \text{(independent of } t \text{)}$$

$$c_n^{(1)}(t) = -i \hbar \int_{t_0}^t \langle n | V_I(t') | i \rangle dt'$$

$$= -i \hbar \int_{t_0}^t e^{i\omega_{ni}t'} V_{ni}(t) \, dt'$$

$$c_n^{(2)}(t) = \left( -i \hbar \right)^2 \sum_m \int_{t_0}^t dt' \int_{t_0}^{t'} dt'' e^{i\omega_{nm}t'} V_{nm}(t') e^{i\omega_{mn}t''} V_{mi}(t''),$$

where we have used

$$e^{i(E_n - E_i) t / \hbar} = e^{i\omega_{ni}t}.$$

The transition probability for $|i\rangle \rightarrow |n\rangle$ with $n \neq i$ is obtained by

$$P(i \rightarrow n) = |c_n^{(1)}(t) + c_n^{(2)}(t) + \cdots|^2.$$

**Constant Perturbation**

As an application of (5.6.17), let us consider a constant perturbation turned on at $t = 0$:

$$V(t) = \begin{cases} 0, & \text{for } t < 0 \\ V, & \text{independent of } t, \text{ for } t \geq 0. \end{cases}$$

(5.6.20)
Even though the operator \( V \) has no explicit dependence on time, it is, in general, made up of operators like \( x, p, \) and \( s \). Now suppose at \( t = 0 \), we have only \( |i\rangle \). With \( t_0 \) taken to be zero, we obtain

\[
\begin{align*}
c_n^{(0)} &= c_n^{(0)}(0) = \delta_{i,n}, \\
c_n^{(1)} &= -\frac{i}{\hbar} V_{ni} \int_0^t e^{i\omega_n t'} dt' \\
&= \frac{V_{ni}}{E_n - E_i} (1 - e^{i\omega_n t}), \quad (5.6.21)
\end{align*}
\]

or

\[
|c_n^{(1)}|^2 = \frac{|V_{ni}|^2}{|E_n - E_i|^2} (2 - 2\cos \omega_n t) \\
= \frac{4|V_{ni}|^2}{|E_n - E_i|^2} \sin^2 \left[ \frac{(E_n - E_i)t}{2\hbar} \right]. \quad (5.6.22)
\]

The probability of finding \( |n\rangle \) depends not only on \( |V_{ni}|^2 \) but also on the energy difference \( E_n - E_i \), so let us try to see how (5.6.22) looks as a function of \( E_n \). In practice, we are interested in this way of looking at (5.6.22) when there are many states with \( E \sim E_n \) so that we can talk about a continuum of final states with nearly the same energy. To this end we define

\[
\omega \equiv \frac{E_n - E_i}{\hbar} \quad (5.6.23)
\]

and plot \( 4\sin^2(\omega t/2)/\omega^2 \) as a function of \( \omega \) for fixed \( t \), the time interval during which the perturbation has been on; see Figure 5.6. We see that the height of the middle peak, centered around \( \omega = 0 \), is \( t^2 \) and the width is proportional to \( 1/t \). As \( t \) becomes large, \( |c_n^{(1)}(t)|^2 \) is appreciable only for those final states that satisfy

\[
t \sim \frac{2\pi}{|\omega|} = \frac{2\pi\hbar}{|E_n - E_i|}. \quad (5.6.24)
\]

If we call \( \Delta t \) the time interval during which the perturbation has been turned on, a transition with appreciable probability is possible only if

\[
\Delta t \Delta E \sim \hbar, \quad (5.6.25)
\]

where by \( \Delta E \) we mean the energy change involved in a transition with appreciable probability. If \( \Delta t \) is small, we have a broader peak in Figure 5.6, and as a result we can tolerate a fair amount of energy nonconservation. On the other hand, if the perturbation has been on for a very long time, we have a very narrow peak, and approximate energy conservation is required for a transition with appreciable probability. Note that this “uncertainty relation” is fundamentally different from the \( x - p \) uncertainty relation of
Section 1.6. There $x$ and $p$ are both observables. In contrast, time in nonrelativistic quantum mechanics is a parameter, not an observable.

For those transitions with exact energy conservation $E_n = E_r$, we have

$$|c_n^{(1)}(t)|^2 = \frac{1}{\hbar^2} |V_{nl}|^2 t^2. \quad (5.6.26)$$

The probability of finding $|n\rangle$ after a time interval $t$ is quadratic, not linear, in the time interval during which $V$ has been on. This may appear intuitively unreasonable. There is no cause for alarm, however. In a realistic situation where our formalism is applicable, there is usually a group of final states, all with nearly the same energy as the energy of the initial state $|i\rangle$. In other words, a final state forms a continuous energy spectrum in the neighborhood of $E_r$. We give two examples along this line. Consider for instance, elastic scattering by some finite range potential (see Figure 5.7), which we will consider in detail in Chapter 7. The initial state is taken to be a plane wave state with its propagation direction oriented in the positive $z$-direction; the final state may also be a plane wave state of the same energy but with its propagation direction, in general, in a direction other than the positive $z$-direction. Another example of interest is the de-excitation of an excited atomic state via the emission of an Auger electron. The simplest example is a helium atom. The initial state may be $(2s)^2$, where both the electrons are excited; the final state may be $(1s)$ (that is, one of the electrons still bound) of the He$^+$ ion, while the second electron escapes with a positive energy $E$; see Figure 5.8. In such a case we are interested in the
total probability—that is, the transition probabilities summed over final states with \( E_n = E_i \):

\[
\sum_{n, \ E_n = E_i} |c_n^{(1)}|^2. \tag{5.6.27}
\]

It is customary to define the density of final states as the number of states within energy interval \((E, E + dE)\) as

\[
\rho(E) \ dE. \tag{5.6.28}
\]

We can then write (5.6.27) as

\[
\sum_{n, \ E_n = E_i} |c_n^{(1)}|^2 \Rightarrow \int dE_n \rho(E_n) |c_n^{(1)}|^2
\]

\[
= 4 \int \sin^2 \left[ \frac{(E_n - E_i) t}{2 \hbar} \right] \left| \frac{V_{ni}}{E_n - E_i} \right|^2 \rho(E_n) \ dE_n. \tag{5.6.29}
\]

As \( t \to \infty \), we can take advantage of

\[
\lim_{t \to \infty} \left. \frac{1}{|E_n - E_i|^2} \sin^2 \left( \frac{(E_n - E_i) t}{2 \hbar} \right) \right| = \frac{\pi t}{2 \hbar} \delta(E_n - E_i), \tag{5.6.30}
\]
which follows from
\[
\lim_{\alpha \to \infty} \frac{1}{\pi} \frac{\sin^2 \alpha x}{\alpha x^2} = \delta(x). \quad (5.6.31)
\]

It is now possible to take the average of \(|V_{n_l}|^2\) outside the integral sign and perform the integration with the \(\delta\)-function:
\[
\lim_{t \to \infty} \int dE_n \rho(E_n) |c_n^{(1)}(t)|^2 = \left(\frac{2\pi}{\hbar}\right) |V_{n_l}|^2 \rho(E_n) \bigg|_{E_n = E_i}. \quad (5.6.32)
\]

Thus the total transition probability is proportional to \(t\) for large values of \(t\), which is quite reasonable. Notice that this linearity in \(t\) is a consequence of the fact that the total transition probability is proportional to the area under the peak of Figure 5.6, where the height varies as \(t^2\) and the width varies as \(1/t\).

It is conventional to consider the transition rate—that is, the transition probability per unit time. Expression (5.6.32) tells us that the total transition rate, defined by
\[
\frac{d}{dt} \left( \sum_n |c_n^{(1)}|^2 \right), \quad (5.6.33)
\]
is constant in \(t\) for large \(t\). Calling (5.6.33) \(w_{i \to [n]}\), where \([n]\) stands for a group of final states with energy similar to \(i\), we obtain
\[
w_{i \to [n]} = \frac{2\pi}{\hbar} |V_{n_l}|^2 \rho(E_n) \bigg|_{E_n = E_i}, \quad (5.6.34)
\]
independent of \(t\), provided the first-order time-dependent perturbation theory is valid. This formula is of great practical importance; it is called the Fermi’s golden rule even though the basic formalism of \(t\)-dependent perturbation theory is due to Dirac.* We sometimes write (5.6.34) as
\[
w_{i \to n} = \left(\frac{2\pi}{\hbar}\right) |V_{n_l}|^2 \delta(E_n - E_i), \quad (5.6.35)
\]
where it must be understood that this expression is integrated with \(\int dE_n \rho(E_n)\).

We should also understand what is meant by \(|V_{n_l}|^2\). If the final states \(|n\rangle\) form a quasi-continuum, the matrix elements \(V_{n_l}\) are often similar if \(|n\rangle\) are similar. However, it may happen that all energy eigenstates with the same \(E_n\) do not necessarily have similar matrix elements. Consider, for example, elastic scattering. The \(|V_{n_l}|^2\) that determines the scattering cross section may depend on the final momentum direction. In such a case the

*Editorial Note. Dr. Edward Teller, in teaching a quantum mechanics class at Berkeley in 1955 (in which the editor was in attendance), mentioned that this was actually Fermi’s golden rule 2. Since Teller did not subscribe to golden rule 1, the class was not informed what rule 1 was. However, golden rule 1 is given in E. Fermi 1950, 136 and 148.
group of final states we should consider must have not only approximately the same energy, but they must also have approximately the same momentum direction. This point becomes clearer when we discuss the photoelectric effect.

Let us now look at the second-order term, still with the constant perturbation of (5.6.20). From (5.6.17) we have

$$c^{(2)}_n = \left( -\frac{i}{\hbar} \right)^2 \sum_m V_{nm} V_{ml} \int_0^t dt' e^{i\omega_{nm} t'} \int_0^{t'} dt'' e^{i\omega_{ml} t''}$$

$$= i \hbar \sum_m \frac{V_{nm} V_{ml}}{E_m - E_l} \int_0^t (e^{i\omega_{ml} t'} - e^{i\omega_{ml} t'}) \, dt'. \quad (5.6.36)$$

The first term on the right-hand side has the same $t$-dependence as $c^{(1)}$ [see (5.6.21)]. If this were the only term, we could then repeat the same argument as before and conclude that as $t \to \infty$, the only important contribution arises from $E_n = E_i$. Indeed, when $E_m$ differs from $E_n$ and $E_i$, the second contribution gives rise to a rapid oscillation, which does not give a contribution to the transition probability that grows with $t$.

With $c^{(1)}$ and $c^{(2)}$ together, we have

$$\omega_{t \rightarrow n} = \frac{2\pi}{\hbar} \left| V_{nt} + \sum_m \frac{V_{nm} V_{ml}}{E_m - E_l} \right|^2$$

$$\rho(E_n) \bigg|_{E_n = E_i}. \quad (5.6.37)$$

The formula has the following physical interpretation. We visualize that the transition due to the second-order term takes place in two steps. First, $|i\rangle$ makes an energy nonconserving transition to $|m\rangle$; subsequently, $|m\rangle$ makes an energy nonconserving transition to $|n\rangle$, where between $|n\rangle$ and $|i\rangle$ there is overall energy conservation. Such energy nonconserving transitions are often called virtual transitions. Energy need not be conserved for those virtual transitions into (or from) virtual intermediate states. In contrast, the first-order term $V_{nt}$ is often said to represent a direct energy-conserving “real” transition. A special treatment is needed if $V_{nm} V_{ml} \neq 0$ with $E_m \approx E_i$.

The best way to treat this is to use the slow-turn-on method $V \rightarrow e^{\eta t} V$, which we will discuss in Section 5.8 and Problem 31 of this chapter. The net result is to change the energy denominator in (5.6.37) as follows:

$$E_i - E_m \rightarrow E_i - E_m + i\varepsilon. \quad (5.6.38)$$

**Harmonic Perturbation**

We now consider a sinusoidally varying time-dependent potential, commonly referred to as harmonic perturbation:

$$V(t) = \gamma e^{i\omega t} + \gamma^* e^{-i\omega t}, \quad (5.6.39)$$

where $\gamma^*$ may still depend on $x$, $p$, $s$, and so on. Actually, we have already
encountered a time-dependent potential of this kind in Section 5.5 in discussing $t$-dependent two-level problems.

Again assume that only one of the eigenstates of $H_0$ is populated initially. Perturbation (5.6.39) is assumed to be turned on at $t = 0$, so

$$c_n^{(1)} = \frac{-i}{\hbar} \int_0^t \left( \gamma_{n'i}^\dagger e^{i\omega t'} + \gamma_{ni} e^{-i\omega t'} \right) e^{i\omega_n t'} dt'$$

$$= \frac{1}{\hbar} \left[ 1 - e^{i(\omega + \omega_n)t} \gamma_{n'i} - \frac{1 - e^{i(\omega - \omega_n)t}}{-\omega + \omega_n} \gamma_{ni}^\dagger \right]$$  \hspace{1cm} (5.6.40)

where $\gamma_{ni}^\dagger$ actually stands for $(\gamma_{ni})^\dagger$. We see that this formula is similar to the constant perturbation case. The only change needed is

$$\omega_n = \frac{E_n - E_i}{\hbar} \rightarrow \omega_n \pm \omega.$$  \hspace{1cm} (5.6.41)

So as $t \rightarrow \infty$, $|c_n^{(1)}|^2$ is appreciable only if

$$\omega_n + \omega \approx 0 \quad \text{or} \quad E_n = E_i - \hbar \omega$$  \hspace{1cm} (5.6.42a)

$$\omega_n - \omega \approx 0 \quad \text{or} \quad E_n = E_i + \hbar \omega.$$  \hspace{1cm} (5.6.42b)

Clearly, whenever the first term is important because of (5.6.42a), the second term is unimportant, and vice versa. We see that we have no energy-conservation condition satisfied by the quantum-mechanical system alone; rather the apparent lack of energy conservation is compensated by the energy given out to—or energy taken away from—the “external” potential $V(t)$. Pictorially, we have Figure 5.9. In the first case (stimulated emission), the quantum-mechanical system gives up energy $\hbar \omega$ to $V$; this is clearly possible only if the initial state is excited. In the second case (absorption), the quantum-mechanical system receives energy $\hbar \omega$ from $V$ and ends up as an excited state. Thus a time-dependent perturbation can be regarded as an inexhaustible source or sink of energy.

In complete analogy with (5.6.34), we have

$$w_{i \rightarrow [n]} = \frac{2\pi}{\hbar} \left| \gamma_{n'i} \right|^2 \rho(E_n) \left| E_n = E_i - \hbar \omega \right.$$  \hspace{1cm} (5.6.43)

$$w_{i \rightarrow [n]} = \frac{2\pi}{\hbar} \left| \gamma_{ni}^\dagger \right|^2 \rho(E_n) \left| E_n = E_i + \hbar \omega \right.$$  \hspace{1cm} (5.6.43)

or, more commonly,

$$w_{i \rightarrow n} = \frac{2\pi}{\hbar} \left( \frac{\left| \gamma_{ni} \right|^2}{\left| \gamma_{ni}^\dagger \right|^2} \right) \delta(E_n - E_i \pm \hbar \omega).$$  \hspace{1cm} (5.6.44)

Note also that

$$\left| \gamma_{ni} \right|^2 = \left| \gamma_{ni}^\dagger \right|^2,$$  \hspace{1cm} (5.6.45)
which is a consequence of

\[ \langle i | \mathcal{V}^\dagger | n \rangle = \langle n | \mathcal{V} | i \rangle^* \]  \hspace{0.5cm} (5.6.46)

(remember \( \mathcal{V}^\dagger | n \rangle \leftrightarrow \langle n | \mathcal{V} \)). Combining (5.6.43) and (5.6.45), we have

\[
\frac{\text{emission rate for } i \rightarrow \{n\}}{\text{density of final states for } \{n\}} = \frac{\text{absorption rate for } n \rightarrow \{i\}}{\text{density of final states for } \{i\}},
\]

(5.6.47)

where in the absorption case we let \( i \) stand for final states. Equation (5.6.47), which expresses symmetry between emission and absorption, is known as **detailed balancing**.

To summarize, for constant perturbation, we obtain appreciable transition probability for \( |i\rangle \rightarrow |n\rangle \) only if \( E_n \approx E_i \). In contrast, for harmonic perturbation we have appreciable transition probability only if \( E_n \approx E_i \pm \hbar \omega \) (stimulated emission) or \( E_n \approx E_i + \hbar \omega \) (absorption).

## 5.7. APPLICATIONS TO INTERACTIONS WITH THE CLASSICAL RADIATION FIELD

**Absorption and Stimulated Emission**

We apply the formalism of time-dependent perturbation theory to the interactions of atomic electron with the classical radiation field. By a **classical radiation field** we mean the electric or magnetic field derivable from a classical (as opposed to quantized) radiation field.

The basic Hamiltonian, with \( |A|^2 \) omitted, is

\[
H = \frac{p^2}{2m_e} + e \phi(x) - \frac{e}{m_e c} \mathbf{A} \cdot \mathbf{p},
\]

(5.7.1)

which is justified if

\[ \nabla \cdot \mathbf{A} = 0; \]

(5.7.2)
specifically, we work with a monochromatic field of the plane wave for

\[ A = 2A_0 \hat{e}\cos\left(\frac{\omega}{c} \hat{n} \cdot \mathbf{x} - \omega t\right) \]  

(5.7.3)

where \( \hat{e} \) and \( \hat{n} \) are the (linear) polarization and propagation direction. Equation (5.7.3) obviously satisfies (5.7.2) because \( \hat{e} \) is perpendicular to the propagation direction \( \hat{n} \). We write

\[ \cos\left(\frac{\omega}{c} \hat{n} \cdot \mathbf{x} - \omega t\right) = \frac{1}{2} \left[ e^{i(\omega/c)\hat{n} \cdot \mathbf{x} - i\omega t} + e^{-i(\omega/c)\hat{n} \cdot \mathbf{x} + i\omega t} \right] \]  

(5.7.4)

and treat \(- (e/m_ec)A \cdot \mathbf{p}\) as time-dependent potential, where we express \( A \) in (5.7.3) as

\[ A = A_0 \hat{e}\left[ e^{i(\omega/c)\hat{n} \cdot \mathbf{x} - i\omega t} + e^{-i(\omega/c)\hat{n} \cdot \mathbf{x} + i\omega t} \right]. \]  

(5.7.5)

Comparing this result with (5.6.39), we see that the \( e^{-i\omega t}\)-term in

\[- \left( \frac{e}{m_ec} \right) A \cdot \mathbf{p} = - \left( \frac{e}{m_ec} \right) A_0 \hat{e} \cdot \mathbf{p}\left[ e^{i(\omega/c)\hat{n} \cdot \mathbf{x} - i\omega t} + e^{-i(\omega/c)\hat{n} \cdot \mathbf{x} + i\omega t} \right] \]  

(5.7.6)

is responsible for absorption, while the \( e^{+i\omega t}\)-term is responsible for stimulated emission.

Let us now treat the absorption case in detail. We have

\[ \chi^e_{ni} = - \frac{eA_0}{m_ec} (e^{i(\omega/c)(\hat{n} \cdot \mathbf{x})} \hat{e} \cdot \mathbf{p})_{ni} \]  

(5.7.7)

and

\[ w_{i \rightarrow n} = \frac{2\pi}{\hbar} \frac{e^2}{m_ec^2} |A_0|^2 |\langle n | e^{i(\omega/c)(\hat{n} \cdot \mathbf{x})} \hat{e} \cdot \mathbf{p} | i \rangle|^2 \delta(E_n - E_i - \hbar\omega). \]  

(5.7.8)

The meaning of the \( \delta \)-function is clear. If \( |n\rangle \) forms a continuum, we simply integrate with \( \rho(E_n) \). But even if \( |n\rangle \) is discrete, because \( |n\rangle \) cannot be a ground state (albeit a bound-state energy level), its energy is not infinitely sharp; there may be a natural broadening due to a finite lifetime (see Section 5.8); there can also be a mechanism for broadening due to collisions. In such cases, we regard \( \delta(\omega - \omega_{ni}) \) as

\[ \delta(\omega - \omega_{ni}) = \lim_{\gamma \rightarrow 0} \left( \frac{\gamma}{2\pi} \right) \frac{1}{\left[ (\omega - \omega_{ni})^2 + \gamma^2/4 \right]}. \]  

(5.7.9)

Finally, the incident electromagnetic wave itself is not perfectly monochromatic; in fact, there is always a finite frequency width.

We derive an absorption cross section as

\[ \frac{(\text{Energy/unit time) absorbed by the atom (i \rightarrow n})}{\text{Energy flux of the radiation field}}. \]  

(5.7.10)

For the energy flux (energy per area per unit time), classical electromagnetic
theory gives us
\[ c \mathcal{U} = \frac{1}{2\pi} \frac{\omega^2}{c} |A_0|^2, \]
where we have used
\[ \mathcal{U} = \frac{1}{2} \left( \frac{E_{\text{max}}^2}{8\pi} + \frac{B_{\text{max}}^2}{8\pi} \right) \]
for energy density (energy per unit volume) with
\[ E = -\frac{1}{c} \frac{\partial}{\partial t} A, \quad B = \nabla \times A. \]

Putting everything together, we get (remembering that \( \hbar \omega = \text{energy absorbed by atom for each absorption process} \))
\[ \sigma_{\text{abs}} = \frac{\hbar \omega (2\pi/\hbar) \left( e^2 / m_e^2 c^2 \right) |A_0|^2 \langle |n| e^{i(\omega/c)(\hbar \cdot x)} \mathbf{p} \cdot \mathbf{i} \rangle |^2 \delta(E_n - E_i - \hbar \omega)}{(1/2\pi) (\omega^2/c) |A_0|^2} \]
\[ = \frac{4\pi^2 \hbar}{m_e^2 \omega} \left( \frac{e^2}{\hbar c} \right) \langle |n| e^{i(\omega/c)(\hbar \cdot x)} \mathbf{p} \cdot \mathbf{i} \rangle |^2 \delta(E_n - E_i - \hbar \omega). \]
Equation (5.7.14) has the correct dimension \([1/(M^2/T)](M^2L^2/T^2)T = L^2\) if we recognize that \( \alpha = e^2 / \hbar c \approx 1/137 \) (dimensionless) and \( \delta(E_n - E_i - \hbar \omega) = (1/\hbar) \delta(\omega_n - \omega) \), where \( \delta(\omega_n - \omega) \) has time dimension \( T \).

**Electric Dipole Approximation**

The *electric dipole approximation* (E1 approximation) is based on the fact that the wavelength of the radiation field is far longer than the atomic dimension, so that the series (remember \( \omega/c = 1/\lambda \))
\[ e^{i(\omega/c)\mathbf{n} \cdot \mathbf{x}} = 1 + i \frac{\omega}{c} \mathbf{n} \cdot \mathbf{x} + \cdots \]
can be approximated by its leading term, 1. The validity of this for a light atom is as follows: First, the \( \hbar \omega \) of the radiation field must be of order of atomic level spacing, so
\[ \hbar \omega \sim \frac{Ze^2}{(a_0/Z)} = \frac{Ze^2}{R_{\text{atom}}}. \]
This leads to
\[ \frac{c}{\omega} = \frac{\lambda}{\hbar} \sim \frac{chR_{\text{atom}}}{Ze^2} = \frac{137R_{\text{atom}}}{Z}. \]
In other words,
\[ \frac{1}{\lambda} R_{\text{atom}} \sim \frac{Z}{137} \ll 1 \]
for light atoms (small \( Z \)). Because the matrix element of \( x \) is of order \( R_{\text{atom}} \),
that of \( x^2 \), of order \( R_{\text{atom}}^2 \), and so on, we see that the approximation of replacing (5.7.15) by its leading term is an excellent one.

Now we have
\[
\langle n|e^{i(\omega/c)(h\cdot x)}\hat{\varepsilon}\cdot p|i\rangle \to \hat{\varepsilon} \cdot \langle n|p|i\rangle.
\] (5.7.19)

In particular, we take \( \hat{\varepsilon} \) along the \( x \)-axis (and \( \hat{n} \) along the \( z \)-axis). We must calculate \( \langle n|p_x|i\rangle \). Using
\[
[x, H_0] = \frac{i\hbar p_x}{m},
\] (5.7.20)
we have
\[
\langle n|p_x|i\rangle = \frac{m}{i\hbar} \langle n|[x, H_0]|i\rangle = im \omega_n \langle n|x|i\rangle.
\] (5.7.21)

Because of the approximation of the dipole operator, this approximation scheme is called the \textbf{electric dipole approximation}. We may here recall [see (3.10.39)] the selection rule for the dipole matrix element. Since \( x \) is a spherical tensor of rank 1 with \( q = \pm 1 \), we must have \( m' - m = \pm 1 \), \( |j' - j| = 0,1 \) (no \( 0 \to 0 \) transition). If \( \hat{\varepsilon} \) is along the \( y \)-axis, the same selection rule applies. On the other hand, if \( \hat{\varepsilon} \) is in the \( z \)-direction, \( q = 0 \); hence, \( m' = m \).

With the electric dipole approximation, the absorption cross section (5.7.14) now takes a simpler form upon using (5.7.19) and (5.7.21) as
\[
\sigma_{\text{abs}} = 4\pi^2 \alpha \omega_n \langle n|x|i\rangle^2 \delta(\omega - \omega_n).
\] (5.7.22)

In other words, \( \sigma_{\text{abs}} \) treated as a function of \( \omega \) exhibits a sharp \( \delta \)-function-like peak whenever \( \hbar \omega \) corresponds to the energy-level spacing at \( \omega \approx (E_n - E_i)/\hbar \). Suppose \( |i\rangle \) is the ground state, then \( \omega_n \) is necessarily positive; integrating (5.7.22), we get
\[
\int \sigma_{\text{abs}}(\omega) \, d\omega = \sum_n 4\pi^2 \alpha \omega_n |\langle n|x|i\rangle|^2.
\] (5.7.23)

In atomic physics we define \textbf{oscillator strength}, \( f_{ni} \), as
\[
f_{ni} = \frac{2m \omega_n}{\hbar} |\langle n|x|i\rangle|^2.
\] (5.7.24)

It is then straightforward (consider \([x,[x, H_0]]\)) to establish the \textbf{Thomas-Reiche-Kuhn sum rule},
\[
\sum_n f_{ni} = 1.
\] (5.7.25)

In terms of the integration over the absorption cross section, we have
\[
\int \sigma_{\text{abs}}(\omega) \, d\omega = \frac{4\pi^2 \alpha \hbar}{2m_e} = 2\pi^2 c \left( \frac{e^2}{m_e c^2} \right).
\] (5.7.26)
Notice how \( h \) has disappeared. Indeed, this is just the oscillation sum rule already known in classical electrodynamics (Jackson 1975, for instance). Historically, this was one of the first examples of how "new quantum mechanics" led to the correct classical result. This sum rule is quite remarkable because we did not specify in detail the form of the Hamiltonian.

**Photoelectric Effect**

We now consider the **photoelectric effect**—that is, the ejection of an electron when an atom is placed in the radiation field. The basic process is considered to be the transition from an atomic (bound) state to a continuum state \( E > 0 \). Therefore, \( |i\rangle \) is the ket for an atomic state, while \( |n\rangle \) is the ket for a continuum state, which can be taken to be a plane-wave state \( |k_f\rangle \), an approximation that is valid if the final electron is not too slow. Our earlier formula for \( \sigma_{abs}(\omega) \) can still be used, except that we must now integrate \( \delta(\omega_n - \omega) \) together with the density of final states \( \rho(E_n) \).

Our basic task is to calculate the number of final states per unit energy interval. As we will see in a moment, this is an example where the matrix element depends not only on the final state energy but also on the momentum direction. We must therefore consider a group of final states with both similar momentum directions and similar energies.

To count the number of states it is convenient to use the box normalization convention for plane-wave states. We consider a plane-wave state normalized if when we integrate the square modulus of its wave function for a cubic box of side \( L \), we obtain unity. Furthermore, the state is assumed to satisfy the periodic boundary condition with periodicity of the side of the box. The wave function must then be of form

\[
\langle x | k_f \rangle = \frac{e^{i k_f \cdot x}}{L^{3/2}},
\]

where the allowed values of \( k_x \) must satisfy

\[
k_x = \frac{2\pi n_x}{L}, \ldots,
\]

with \( n_x \) a positive or negative integer. Similar restrictions hold for \( k_y \) and \( k_z \). Notice that as \( L \to \infty \), \( k_x \), \( k_y \), and \( k_z \) become continuous variables.

The problem of counting the number of states is reduced to that of counting the number of dots in three-dimensional lattice space. We define \( n \) such that

\[
n^2 = n_x^2 + n_y^2 + n_z^2.
\]
As \( L \to \infty \), it is a good approximation to treat \( n \) as a continuous variable; in fact it is just the magnitude of the radial vector in the lattice space. Let us consider a small-volume element such that the radial vector falls within \( n \) and \( n + dn \) and the solid angle element \( d\Omega \); clearly, it is of volume \( n^2 dn d\Omega \). The energy of the final-state plane wave is related to \( k_f \) and hence to \( n \); we have

\[
E = \frac{\hbar^2 k_f^2}{2m_e} = \frac{\hbar^2}{2m_e} \frac{n^2(2\pi)^2}{L^2} .
\]

(5.7.30)

Furthermore, the direction of the radial vector in the lattice space is just the momentum direction of the final state, so the number of states in the interval between \( E \) and \( E + dE \) with direction into \( d\Omega \) being \( k_f \) is (remember \( dE = (\hbar^2 k_f/m_e) dk_f \)) given by *

\[
n^2 d\Omega \frac{dn}{dE} dE = \left( \frac{L}{2\pi} \right)^3 \left( \frac{k_f^2}{dE} \right) d\Omega dE
\]

\[
= \left( \frac{L}{2\pi} \right)^3 \frac{m_e}{\hbar^2} k_f E dE d\Omega.
\]

(5.7.31)

We can now put everything together to obtain an expression for the differential cross section for the photoelectric effect:

\[
\frac{d\sigma}{d\Omega} = \frac{4\pi^2 \alpha \hbar}{m_e^2 \omega} |\langle k_f | e^{i(\omega/c)(\hat{n} \cdot \mathbf{x})} \hat{e} \cdot \mathbf{p} | i \rangle|^2 \frac{m_e k_f L^3}{\hbar^2 (2\pi)^3} .
\]

(5.7.32)

To be specific, let us consider the ejection of a K shell (the innermost shell) electron caused by absorption of light. The initial-state wave function is essentially the same as the ground-state hydrogen atom wave function except that the Bohr radius \( a_0 \) is replaced by \( a_0/Z \). Thus

\[
\langle k_f | e^{i(\omega/c)(\hat{n} \cdot \mathbf{x})} \hat{e} \cdot \mathbf{p} | i \rangle = \hat{e} \cdot \int d^3 x \frac{e^{-ik_f \cdot x}}{L^{3/2}} e^{i(\omega/c)(\hat{n} \cdot x)} \frac{m_e k_f L^3}{\hbar^2 (2\pi)^3} .
\]

(5.7.33)

Integrating by parts, we can pass \( \nabla \) to the left side. Furthermore,

\[
\hat{e} \cdot [ \nabla e^{i(\omega/c)(\hat{n} \cdot x)} ] = 0
\]

(5.7.34)

because \( \hat{e} \) is perpendicular to \( \hat{n} \). On the other hand, \( \nabla \) acting on \( e^{-ik_f \cdot x} \) brings down \(-i\hat{k}_f\), which can be taken outside the integral. Thus to evaluate (5.7.33), all we need to do is take the Fourier transform of the atomic wave function with respect to

\[
\mathbf{q} \equiv \mathbf{k}_f - \left( \frac{\omega}{c} \right) \hat{n}.
\]

(5.7.35)

*This is equivalent to taking one state per cube \( d^3 x d^3 p/(2\pi \hbar)^3 \) in phase space.
The final answer is (see Problem 39 of this chapter for the Fourier transform of the hydrogen atom wave function)

\[
\frac{d\sigma}{d\Omega} = 32e^2k_f \left( \hat{\mathbf{e}} \cdot \mathbf{k}_f \right)^2 \frac{Z^5}{m c \omega} \frac{1}{a_0^5 \left[ \left( \frac{Z^2}{a_0^2} \right) + q^2 \right]^4}. \tag{5.7.36}
\]

If we introduce the coordinate system shown in Figure 5.10, we can write the differential cross section in terms of \( \theta \) and \( \phi \) using

\[
\left( \hat{\mathbf{e}} \cdot \mathbf{k}_f \right)^2 = k_f^2 \sin^2 \theta \cos^2 \phi
\]

\[
q^2 = k_f^2 - 2k_f \frac{\omega}{c} \cos \theta + \left( \frac{\omega}{c} \right)^2. \tag{5.7.37}
\]

### 5.8. ENERGY SHIFT AND DECAY WIDTH

Our considerations so far have been restricted to the question of how states other than the initial state get populated. In other words, we have been concerned with the time development of the coefficient \( c_n(t) \) with \( n \neq i \). The question naturally arises, What happens to \( c_i(t) \) itself?

To avoid the effect of a sudden change in the Hamiltonian, we propose to increase the perturbation very slowly. In the remote past \( (t \to -\infty) \) the time-dependent potential is assumed to be zero. We then
gradually turn on the perturbation to its full value; specifically,
\[ V(t) = e^{\eta t}V \]
where \( V \) is assumed to be constant and \( \eta \) is small and positive. At the end of the calculation, we let \( \eta \to 0 \) (see Figure 5.11), and the potential then becomes constant at all times.

In the remote past, we take this time to be \(-\infty\), so the state ket in the interaction picture is assumed to be \(|i\rangle\). Our basic aim is to evaluate \( c_i(t) \). However, before we do that, let us make sure that the old formula of the golden rule (see Section 5.6) can be reproduced using this slow-turn-on method. For \( c_n(t) \) with \( n \neq i \), we have [using (5.6.17)]
\[
c_n^{(0)}(t) = 0
\]
\[
c_n^{(1)}(t) = \frac{-i}{\hbar} V_{ni} \lim_{t_0 \to -\infty} \int_{t_0}^{t} e^{\eta t'} e^{i\omega_n t'} dt'
\]
\[
= \frac{-i}{\hbar} V_{ni} \frac{e^{\eta t + i\omega_n t}}{\eta + i\omega_n}.
\]
(5.8.2)

To lowest nonvanishing order, the transition probability is therefore given by
\[
|c_n(t)|^2 \approx \frac{|V_{ni}|^2}{\hbar^2} \frac{e^{2\eta t}}{\eta^2 + \omega_n^2},
\]
(5.8.3)
or
\[
\frac{d}{dt} |c_n(t)|^2 = \frac{2|V_{ni}|^2}{\hbar^2} \left( \frac{\eta e^{2\eta t}}{\eta^2 + \omega_n^2} \right).
\]
(5.8.4)

We now let \( \eta \to 0 \). Clearly, it is all right to replace \( e^{\eta t} \) by unity, but note
\[
\lim_{\eta \to 0} \frac{\eta}{\eta^2 + \omega_n^2} = \pi \delta(\omega_n) = \pi \hbar \delta(E_n - E_i).
\]
(5.8.5)

\[\eta > 0\]

---

**FIGURE 5.11.** Plot of \( V(t) \) versus \( t \) in the adiabatic (slow-turn-on) picture.
This leads to the golden rule,
\[ w_{i \rightarrow n} \simeq \left( \frac{2\pi}{\hbar} \right) |V_{ni}|^2 \delta (E_n - E_i). \quad (5.8.6) \]

Encouraged by this result, let us calculate \( c_i^{(0)}, c_i^{(1)}, \) and \( c_i^{(2)}, \) again using (5.6.17). We have
\[
c_i^{(0)} = 1
\]
\[
c_i^{(1)} = -\frac{i}{\hbar} V_{ii} \lim_{t_0 \to -\infty} \int_{t_0}^{t} e^{\eta t'} dt' = -\frac{i}{\hbar \eta} V_{ii} e^{\eta t}
\]
\[
c_i^{(2)} = \left( -\frac{i}{\hbar} \right)^2 \sum_m |V_{mi}|^2 \lim_{t_0 \to -\infty} \int_{t_0}^{t} dt' e^{i \omega_m t' + \eta t'} \frac{e^{i \omega_m t' + \eta t'}}{i(\omega_m - i\eta)}
\]
\[
= \left( -\frac{i}{\hbar} \right)^2 |V_{ii}|^2 \frac{e^{2\eta t}}{2\eta^2} + \left( -\frac{i}{\hbar} \right) \sum_{m \neq i} \frac{|V_{mi}|^2 e^{2\eta t}}{2\eta (E_i - E_m + i\hbar \eta)}. \quad (5.8.7)
\]

Thus up to second order we have
\[
c_i(t) \approx 1 - \frac{i}{\hbar \eta} V_{ii} e^{\eta t} + \left( -\frac{i}{\hbar} \right)^2 |V_{ii}|^2 \frac{e^{2\eta t}}{2\eta^2} + \left( -\frac{i}{\hbar} \right) \sum_{m \neq i} \frac{|V_{mi}|^2 e^{2\eta t}}{2\eta (E_i - E_m + i\hbar \eta)}. \quad (5.8.8)
\]

Now consider the time derivative of \( c_i [dc_i(t)/dt \equiv \dot{c}_i], \) which we have from (5.8.8). Upon dividing by \( c_i \) and letting \( \eta \to 0 \) (thus replacing \( e^{\eta t} \) and \( e^{2\eta t} \) by unity), we get
\[
\dot{c}_i \approx \frac{-\frac{i}{\hbar} V_{ii} + \left( -\frac{i}{\hbar} \right)^2 |V_{ii}|^2}{1 - \frac{i}{\hbar \eta} V_{ii}} \left( -\frac{i}{\hbar} \right) \sum_{m \neq i} \frac{|V_{mi}|^2}{E_i - E_m + i\hbar \eta}.
\]
\[
\approx -\frac{i}{\hbar} V_{ii} + \left( -\frac{i}{\hbar} \right) \sum_{m \neq i} \frac{|V_{mi}|^2}{E_i - E_m + i\hbar \eta}. \quad (5.8.9)
\]

Expansion (5.8.9) is formally correct up to second order in \( V. \) Note here that \( \dot{c}_i(t)/c_i(t) \) is now independent of \( t. \) Equation (5.8.9) is a differential equation that is to hold \textit{at all times}. Having obtained this, it is convenient to renormalize \( c_i \) so that \( c_i(0) = 1. \) We now try the ansatz
\[
c_i(t) = e^{-i \Delta_i \tau / \hbar}, \quad \frac{\dot{c}_i(t)}{c_i(t)} = -\frac{i}{\hbar} \Delta_i \quad (5.8.10)
\]
with \( \Delta_i \) constant (in time) but not necessarily real. Clearly (5.8.10) is consistent with (5.8.9) because the right-hand side of (5.8.10) is constant. We can see the physical meaning of \( \Delta_i \) by noting that \( e^{-i \Delta_i \tau / \hbar} |i \rangle \) in the interaction picture implies \( e^{-i \Delta_i \tau / \hbar - iE_i \tau / \hbar} |i \rangle \) in the Schrödinger picture. In
other words,
\[ E_i \rightarrow E_i + \Delta_i \]  
(5.8.11)
as a result of perturbation. That is, we have calculated the level shift using
time-dependent perturbation theory. Now expand, as usual,
\[ \Delta_i = \Delta_i^{(1)} + \Delta_i^{(2)} + \cdots, \]
(5.8.12)
and compare (5.8.10) with (5.8.9); we get to first order
\[ \Delta_i^{(1)} = V_{ii}. \]
(5.8.13)
But this is just what we expect from \textit{t-independent perturbation theory}. Before we look at \( \Delta_i^{(2)} \), recall
\[ \lim_{\varepsilon \to 0} \frac{1}{x + i\varepsilon} = \text{Pr.} \frac{1}{x} - i\pi\delta(x). \]
(5.8.14)
Thus
\[ \text{Re}(\Delta_i^{(2)}) = \text{Pr.} \sum_{m \neq i} \frac{|V_{mi}|^2}{E_i - E_m} \]
(5.8.15a)
\[ \text{Im}(\Delta_i^{(2)}) = -\pi \sum_{m \neq i} |V_{mi}|^2 \delta(E_i - E_m). \]
(5.8.15b)
But the right-hand side of (5.8.15b) is familiar from the golden rule, so we can identify
\[ \sum_{m \neq i} w_i \rightarrow m = \frac{2\pi}{\hbar} \sum_{m \neq i} |V_{mi}|^2 \delta(E_i - E_m) = -\frac{2}{\hbar} \text{Im}[\Delta_i^{(2)}]. \]
(5.8.16)
Coming back to \( c_i(t) \), we can write (5.8.10) as
\[ c_i(t) = e^{-(i/t)\text{Re}(\Delta_i)t + (1/\hbar)\text{Im}(\Delta_i)t}. \]
(5.8.17)
If we define
\[ \frac{\Gamma}{\hbar} \equiv -\frac{2}{\hbar} \text{Im}(\Delta_i), \]
(5.8.18)
then
\[ |c_i|^2 = e^{2 \text{Im}(\Delta_i)t/\hbar} = e^{-\Gamma_i t/\hbar}. \]
(5.8.19)
Therefore, \( \Gamma_i \) characterizes the rate at which state \( |i\rangle \) disappears.

It is worth checking the probability conservation up to second order in \( V \) for small \( t \):
\[ |c_i|^2 + \sum_{m \neq i} |c_m|^2 = (1 - \Gamma_i t/\hbar) + \sum_{m \neq i} w_i \rightarrow m t = 1, \]
(5.8.20)
where (5.8.16) has been used. Thus the probabilities for finding the initial state and all other states add up to 1. Put in another way, the depletion of state \( |i\rangle \) is compensated by the growth of states other than \( |i\rangle \).
To summarize, the real part of the energy shift is what we usually associate with the level shift. The imaginary part of the energy shift is, apart from $-2$ [see (5.8.18)], the **decay width**. Note also

\[
\frac{\hbar}{\Gamma_i} = \tau_i \tag{5.8.21}
\]

where $\tau_i$ is the mean lifetime of state $|i\rangle$ because

\[
|c_i|^2 = e^{-t/\tau_i}. \tag{5.8.22}
\]

To see why $\Gamma_i$ is called *width*, we look at the Fourier decomposition

\[
\int f(E) e^{-iEt/\hbar} dE = e^{-i[E_i + \text{Re}(\Delta_i)]t/\hbar - \Gamma_i t/2\hbar}. \tag{5.8.23}
\]

Using the Fourier inversion formula, we get

\[
|f(E)|^2 \propto \frac{1}{\left\{ E - \left[ E_i + \text{Re}(\Delta_i) \right]\right\}^2 + \Gamma_i^2/4} \tag{5.8.24}
\]

Therefore, $\Gamma_i$ has the usual meaning of full width at half maximum. Notice that we get the time-energy uncertainty relation from (5.8.21)

\[
\Delta t \Delta E \sim \hbar, \tag{5.8.25}
\]

where we identify the uncertainty in the energy with $\Gamma_i$ and the mean lifetime with $\Delta t$.

Even though we discussed the subject of energy shift and decay width using the constant perturbation $V$ obtained as the limit of (5.8.1) when $\eta \to 0$, we can easily generalize our considerations to the harmonic perturbation case discussed in Section 5.6. All we must do is to let

\[
E_{n(m)} - E_i \to E_{n(m)} - E_i \pm \hbar \omega \tag{5.8.26}
\]

in (5.8.2), (5.8.8), and (5.8.15), and so on. The quantum-mechanical description of unstable states we have developed here is originally due to Wigner and Weisskopf in 1930.

**PROBLEMS**

1. A simple harmonic oscillator (in one dimension) is subjected to a perturbation

\[
\lambda H_1 = bx
\]

where $b$ is a real constant.

a. Calculate the energy shift of the ground state to **lowest nonvanishing order**.
b. Solve this problem exactly and compare with your result obtained in (a).
[You may assume without proof
\[
\langle u_n^*|x|u_n \rangle = \sqrt{\frac{\hbar}{2m\omega}} \left( \sqrt{n+1} \delta_{n',n+1} + \sqrt{n} \delta_{n',n-1} \right).
\]
2. In nondegenerate time-independent perturbation theory, what is the probability of finding in a perturbed energy eigenstate (|k\rangle) the corresponding unperturbed eigenstate (|k^{(0)}\rangle)? Solve this up to terms of order g^2.
3. Consider a particle in a two-dimensional potential
\[
V_0 = \begin{cases} 
0 & \text{for } 0 \leq x \leq L, 0 \leq y \leq L, \\
\infty & \text{otherwise}.
\end{cases}
\]
Write the energy eigenfunctions for the ground and first excited states.
We now add a time-independent perturbation of the form
\[
V_1 = \lambda xy \quad \text{for } 0 \leq x \leq L, 0 \leq y \leq L,
\]
\[
0 \quad \text{otherwise}.
\]
Obtain the zeroth-order energy eigenfunctions and the first-order energy shifts for the ground and first excited states.
4. Consider an isotropic harmonic oscillator in two dimensions. The Hamiltonian is given by
\[
H_0 = \frac{p_x^2}{2m} + \frac{p_y^2}{2m} + \frac{m\omega^2}{2}(x^2 + y^2).
\]
a. What are the energies of the three lowest-lying states? Is there any degeneracy?
b. We now apply a perturbation
\[
V = \delta m \omega^2 xy,
\]
where \( \delta \) is a dimensionless real number much smaller than unity. Find the zeroth-order energy eigenket and the corresponding energy to first order [that is, the unperturbed energy obtained in (a) plus the first-order energy shift] for each of the three lowest-lying states.
c. Solve the \( H_0 + V \) problem exactly. Compare with the perturbation results obtained in (b).
[You may use \( \langle n'|x|n \rangle = \sqrt{\hbar/2m\omega} (\sqrt{n+1} \delta_{n',n+1} + \sqrt{n} \delta_{n',n-1}) \).]
5. Establish (5.1.54) for the one-dimensional harmonic oscillator given by (5.1.50) with an additional perturbation \( V = \frac{1}{2} \varepsilon m \omega^2 x^2 \). Show that all other matrix elements \( V_{k0} \) vanish.
6. A slightly anisotropic three-dimensional harmonic oscillator has \( \omega_z = \omega_x = \omega_y \). A charged particle moves in the field of this oscillator and is at the same time exposed to a uniform magnetic field in the x-direction. Assuming that the Zeeman splitting is comparable to the splitting produced by the anisotropy, but small compared to \( \hbar \omega \), cal-
calculate to first order the energies of the components of the first excited state. Discuss various limiting cases. (From Merzbacher, *Quantum Mechanics, 2/e*, © 1970. Reprinted by permission of Ellis Horwood, Ltd.)

7. A one-electron atom whose ground state is nondegenerate is placed in a uniform electric field in the z-direction. Obtain an approximate expression for the induced electric dipole moment of the ground state by considering the expectation value of $ez$ with respect to the perturbed state vector computed to first order. Show that the same expression can also be obtained from the energy shift $\Delta = -\alpha |E|^2/2$ of the ground state computed to second order. (*Note:* $\alpha$ stands for the polarizability.) Ignore spin.

8. Evaluate the matrix elements (or expectation values) given below. If any vanishes, explain why it vanishes using simple symmetry (or other) arguments.
   a. $\langle n = 2, l = 1, m = 0 | x | n = 2, l = 0, m = 0 \rangle$.
   b. $\langle n = 2, l = 1, m = 0 | p_z | n = 2, l = 0, m = 0 \rangle$.
      [In (a) and (b), $| nlm \rangle$ stands for the energy eigenket of a nonrelativistic hydrogen atom with spin ignored.]
   c. $\langle L_z \rangle$ for an electron in a central field with $j = \frac{9}{2}$, $m = \frac{7}{2}$, $l = 4$.
   d. $\langle \text{singlet}, m_s = 0 | S_z^{(e^-)} - S_z^{(e^+)} | \text{triplet}, m_s = 0 \rangle$ for an s-state positronium.
   e. $\langle S^{(1)} \cdot S^{(2)} \rangle$ for the ground state of a hydrogen molecule.

9. A $p$-orbital electron characterized by $| n, l = 1, m = \pm 1,0 \rangle$ (ignore spin) is subjected to a potential

$$V = \lambda (x^2 - y^2) \quad (\lambda = \text{constant}).$$

   a. Obtain the “correct” zeroth-order energy eigenstates that diagonalize the perturbation. You need not evaluate the energy shifts in detail, but show that the original threefold degeneracy is now completely removed.
   b. Because $V$ is invariant under time reversal and because there is no longer any degeneracy, we expect each of the energy eigenstates obtained in (a) to go into itself (up to a phase factor or sign) under time reversal. Check this point explicitly.

10. Consider a spinless particle in a two-dimensional infinite square well:

$$\nu = \begin{cases} 
0 & \text{for } 0 \leq x \leq a, 0 \leq y \leq a, \\
\infty & \text{otherwise}.
\end{cases}$$

   a. What are the energy eigenvalues for the three lowest states? Is there any degeneracy?
   b. We now add a potential

$$V_1 = \lambda xy, \quad 0 \leq x \leq a, 0 \leq y \leq a.$$
Taking this as a weak perturbation, answer the following:

(i) Is the energy shift due to the perturbation linear or quadratic in \( \lambda \) for each of the three states?

(ii) Obtain expressions for the energy shifts of the three lowest states accurate to order \( \lambda \). (You need not evaluate integrals that may appear.)

(iii) Draw an energy diagram with and without the perturbation for the three energy states. Make sure to specify which unperturbed state is connected to which perturbed state.

11. The Hamiltonian matrix for a two-state system can be written as

\[
\mathcal{H} = \begin{pmatrix} E_1^0 & \lambda \Delta \\ \lambda \Delta & E_2^0 \end{pmatrix}.
\]

Clearly the energy eigenfunctions for the unperturbed problems (\( \lambda = 0 \)) are given by

\[
\phi_1^{(0)} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \phi_2^{(0)} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

a. Solve this problem \textit{exactly} to find the energy eigenfunctions \( \psi_1 \) and \( \psi_2 \) and the energy eigenvalues \( E_1 \) and \( E_2 \).

b. Assuming that \( \lambda|\Delta| \ll |E_1^0 - E_2^0| \), solve the same problem using time-independent perturbation theory up to first order in the energy eigenfunctions and up to second order in the energy eigenvalues. Compare with the exact results obtained in (a).

c. Suppose the two unperturbed energies are “almost degenerate,” that is,

\[
|E_1^0 - E_2^0| \ll \lambda|\Delta|.
\]

Show that the exact results obtained in (a) closely resemble what you would expect by applying \textit{degenerate} perturbation theory to this problem with \( E_1^0 \) set exactly equal to \( E_2^0 \).

12. (This is a tricky problem because the degeneracy between the first and the second state is not removed in first order. See also Gottfried 1966, 397, Problem 1.) This problem is from Schiff 1968, 295, Problem 4. A system that has three unperturbed states can be represented by the perturbed Hamiltonian matrix

\[
\begin{pmatrix} E_1 & 0 & a \\ 0 & E_1 & b \\ a^* & b^* & E_2 \end{pmatrix}
\]

where \( E_2 > E_1 \). The quantities \( a \) and \( b \) are to be regarded as perturbations that are of the same order and are small compared with \( E_2 - E_1 \). Use the second-order nondegenerate perturbation theory to calculate...
the perturbed eigenvalues. (Is this procedure correct?) Then diagonalize the matrix to find the exact eigenvalues. Finally, use the second-order degenerate perturbation theory. Compare the three results obtained.

13. Compute the Stark effect for the $2S_{1/2}$ and $2P_{1/2}$ levels of hydrogen for a field $\varepsilon$ sufficiently weak so that $\varepsilon e a_0$ is small compared to the fine structure, but take the Lamb shift $\delta$ ($\delta = 1057$ MHz) into account (that is, ignore $2P_{3/2}$ in this calculation). Show that for $\varepsilon e a_0 \ll \delta$, the energy shifts are quadratic in $\varepsilon$, whereas for $\varepsilon e a_0 \gg \delta$ they are linear in $\varepsilon$. (The radial integral you need is $\langle 2s|r|2p \rangle = 3\sqrt{3} a_0$.) Briefly discuss the consequences (if any) of time reversal for this problem. This problem is from Gottfried 1966, Problem 7-3.

14. Work out the Stark effect to lowest nonvanishing order for the $n=3$ level of the hydrogen atom. Ignoring the spin-orbit force and relativistic correction (Lamb shift), obtain not only the energy shifts to lowest nonvanishing order but also the corresponding zeroth-order eigenket.

15. Suppose the electron had a very small intrinsic electric dipole moment analogous to the spin magnetic moment (that is, $\mu_{el}$ proportional to $\sigma$). Treating the hypothetical $-\mu_{el} \cdot E$ interaction as a small perturbation, discuss qualitatively how the energy levels of the Na atom ($Z=11$) would be altered in the absence of any external electromagnetic field. Are the level shifts first order or second order? State explicitly which states get mixed with each other. Obtain an expression for the energy shift of the lowest level that is affected by the perturbation. Assume throughout that only the valence electron is subjected to the hypothetical interaction.

16. Consider a particle bound to a fixed center by a spherically symmetric potential $V(r)$.
   a. Prove
   $$|\psi(0)|^2 = \left( \frac{m}{2\pi \hbar^2} \right) \left( \frac{dV}{dr} \right)$$
   for all $s$ states, ground and excited.
   b. Check this relation for the ground state of a three-dimensional isotropic oscillator, the hydrogen atom, and so on.
   (Note: This relation has actually been found to be useful in guessing the form of the potential between a quark and an antiquark.)

17. a. Suppose the Hamiltonian of a rigid rotator in a magnetic field perpendicular to the axis is of the form (Merzbacher 1970, Problem 17-1)
   $$AL^2 + BL_z + CL_y$$
   if terms quadratic in the field are neglected. Assuming $B \gg C$, use perturbation theory to lowest nonvanishing order to get approximate energy eigenvalues.
b. Consider the matrix elements
\[ \langle n'l'm'm'_s | (3z^2 - r^2) | nlm_m_s \rangle, \]
\[ \langle n'l'm'm'_s | xy | nlm_m_s \rangle \]
of a one-electron (for example, alkali) atom. Write the selection rules
for \( \Delta l, \Delta m_l, \) and \( \Delta m_s. \) Justify your answer.

18. Work out the quadratic Zeeman effect for the ground-state hydrogen
atom \( \langle x|0\rangle = (1/\sqrt{\pi a_0^3})e^{-r/a_0} \) due to the usually neglected \( e^2A^2/2m_e c^2 \)-term in the Hamiltonian taken to first order. Write the energy
shift as
\[ \Delta = -\frac{1}{2} \chi B^2 \]
and obtain an expression for diamagnetic susceptibility, \( \chi. \) (The follow-
ing definite integral may be useful:
\[ \int_0^\infty e^{-ar}r^n dr = \frac{n!}{\alpha^{n+1}} \])

19. (Merzbacher 1970, 448, Problem 11.) For the He wave function, use
\[ \psi(x_1, x_2) = \left( Z_{\text{eff}}^3 / \pi a_0^3 \right) \exp \left[ -\frac{Z_{\text{eff}}(r_1 + r_2)}{a_0} \right] \]
with \( Z_{\text{eff}} = 2 - \frac{5}{16}, \) as obtained by the variational method. The mea-
sured value of the diamagnetic susceptibility is \( 1.88 \times 10^{-6} \text{ cm}^3/\text{mole}. \)

Using the Hamiltonian for an atomic electron in a magnetic field,
determine, for a state of zero angular momentum, the energy change
to order \( B^2 \) if the system is in a uniform magnetic field represented by
the vector potential \( A = \frac{1}{2} B \times r. \)

Defining the atomic diamagnetic susceptibility \( \chi \) by \( E = -\frac{1}{2} \chi B^2, \)
calculate \( \chi \) for a helium atom in the ground state and compare the
result with the measured value.

20. Estimate the ground-state energy of a one-dimensional simple harmonic
oscillator using
\[ \langle x|0\rangle = e^{-\beta|x|} \]
as a trial function with \( \beta \) to be varied. (You may use
\[ \int_0^\infty e^{-ax}x^n dx = \frac{n!}{\alpha^{n+1}} \])

21. Estimate the lowest eigenvalue (\( \lambda \)) of the differential equation
\[ \frac{d^2\psi}{dx^2} + (\lambda - |x|) \psi = 0, \quad \psi \rightarrow 0 \text{ for } |x| \rightarrow \infty \]
using the variational method with
\[ \psi = \begin{cases} 
  c(|x| - \alpha), & \text{for } |x| < \alpha \\
  0, & \text{for } |x| > \alpha 
\end{cases} \quad (\alpha \text{ to be varied}) \]
as a trial function. \((\text{Caution: } d\psi/dx \text{ is discontinuous at } x = 0.)\)

Numerical data that may be useful for this problem are:

\[
3^{1/3} = 1.442, \quad 5^{1/3} = 1.710, \quad 3^{2/3} = 2.080, \quad \pi^{2/3} = 2.145.
\]

The \textit{exact} value of the lowest eigenvalue can be shown to be 1.019.

22. Consider a one-dimensional simple harmonic oscillator whose classical angular frequency is \(\omega_0\). For \(t < 0\) it is known to be in the ground state. For \(t > 0\) there is also a time-dependent potential

\[
V(t) = F_0 \cos \omega t
\]

where \(F_0\) is constant in both space and time. Obtain an expression for the expectation value \(\langle x \rangle\) as a function of time using time-dependent perturbation theory to lowest nonvanishing order. Is this procedure valid for \(\omega = \omega_0\)? [You may use \(\langle n'|x|n \rangle = \sqrt{\hbar/2m\omega_0} (\sqrt{n + 1} \delta_{n', n + 1} + \sqrt{n} \delta_{n', n - 1}).\)]

23. A one-dimensional harmonic oscillator is in its ground state for \(t < 0\). For \(t \geq 0\) it is subjected to a time-dependent but spatially uniform force (not potential!) in the \(x\)-direction,

\[
F(t) = F_0 e^{-t/\tau}.
\]

a. Using time-dependent perturbation theory to first order, obtain the probability of finding the oscillator in its first excited state for \(t > 0\). Show that the \(t \to \infty\) (\(\tau\) finite) limit of your expression is independent of time. Is this reasonable or surprising?

b. Can we find higher excited states?

[You may use

\[
\langle n'|x|n \rangle = \sqrt{\hbar/2m\omega} (\sqrt{n} \delta_{n', n - 1} + \sqrt{n + 1} \delta_{n', n + 1}).
\]

24. Consider a particle bound in a simple harmonic oscillator potential. Initially (\(t < 0\)), it is in the ground state. At \(t = 0\) a perturbation of the form

\[
H'(x, t) = Ax^2 e^{-t/\tau}
\]

is switched on. Using time-dependent perturbation theory, calculate the probability that, after a sufficiently long time (\(t \gg \tau\)), the system will have made a transition to a given excited state. Consider all final states.

25. The unperturbed Hamiltonian of a two-state system is represented by

\[
H_0 = \begin{pmatrix}
E_1^0 & 0 \\
0 & E_2^0
\end{pmatrix}.
\]

There is, in addition, a time-dependent perturbation

\[
V(t) = \begin{pmatrix}
0 & \lambda \cos \omega t \\
\lambda \cos \omega t & 0
\end{pmatrix} \quad (\lambda \text{ real}).
\]
a. At \( t = 0 \) the system is known to be in the first state, represented by

\[
\begin{pmatrix} 1 \\ 0 \end{pmatrix}.
\]

Using time-dependent perturbation theory and assuming that \( E_1^0 - E_2^0 \) is not close to \( \pm \hbar \omega \), derive an expression for the probability that the system be found in the second state represented by

\[
\begin{pmatrix} 0 \\ 1 \end{pmatrix}
\]

as a function of \( t \) \((t > 0)\).

b. Why is this procedure not valid when \( E_1^0 - E_2^0 \) is close to \( \pm \hbar \omega \)?

26. A one-dimensional simple harmonic oscillator of angular frequency \( \omega \) is acted upon by a spatially uniform but time-dependent force (not potential)

\[
F(t) = \frac{(F_0 \tau / \omega)}{(\tau^2 + t^2)}, \quad -\infty < t < \infty.
\]

At \( t = -\infty \), the oscillator is known to be in the ground state. Using the time-dependent perturbation theory to first order, calculate the probability that the oscillator is found in the first excited state at \( t = +\infty \).

Challenge for experts: \( F(t) \) is so normalized that the impulse

\[
\int F(t) \, dt
\]

imparted to the oscillator is always the same—that is, independent of \( \tau \); yet for \( \tau \gg 1/\omega \), the probability for excitation is essentially negligible. Is this reasonable? [Matrix element of \( x \): \( \langle n'|x|n \rangle = (h/2m\omega)^{1/2} (\sqrt{n} \delta_{n',n-1} + \sqrt{n+1} \delta_{n',n+1}) \).

27. Consider a particle in one dimension moving under the influence of some time-independent potential. The energy levels and the corresponding eigenfunctions for this problem are assumed to be known. We now subject the particle to a traveling pulse represented by a time-dependent potential,

\[
V(t) = A\delta(x - ct).
\]

a. Suppose at \( t = -\infty \) the particle is known to be in the ground state whose energy eigenfunction is \( \langle x|i \rangle = u_i(x) \). Obtain the probability for finding the system in some excited state with energy eigenfunction \( \langle x|f \rangle = u_f(x) \) at \( t = +\infty \).

b. Interpret your result in (a) physically by regarding the \( \delta \)-function pulse as a superposition of harmonic perturbations; recall

\[
\delta(x - ct) = \frac{1}{2\pi c} \int_{-\infty}^{\infty} d\omega \, e^{i\omega [(x/c) - t]}.
\]
Emphasize the role played by energy conservation, which holds even quantum mechanically as long as the perturbation has been on for a very long time.

28. A hydrogen atom in its ground state \([(n, l, m) = (1, 0, 0)]\) is placed between the plates of a capacitor. A time-dependent but spatial uniform electric field (not potential!) is applied as follows:

\[
E = \begin{cases} 
0 & \text{for } t < 0, \\
E_0 e^{-t/\tau} & \text{for } t > 0 
\end{cases} \quad (E_0 \text{ in the positive } z\text{-direction}).
\]

Using first-order time-dependent perturbation theory, compute the probability for the atom to be found at \(t \gg \tau\) in each of the three \(2p\) states: \((n, l, m) = (2, 1, \pm 1 \text{ or } 0)\). Repeat the problem for the \(2s\) state: \((n, l, m) = (2, 0, 0)\). You need not attempt to evaluate radial integrals, but perform all other integrations (with respect to angles and time).

29. Consider a composite system made up of two spin \(\frac{1}{2}\) objects. For \(t < 0\), the Hamiltonian does not depend on spin and can be taken to be zero by suitably adjusting the energy scale. For \(t > 0\), the Hamiltonian is given by

\[
H = \frac{4\Delta}{\hbar^2} S_1 \cdot S_2.
\]

Suppose the system is in \(|+ -\rangle\) for \(t \leq 0\). Find, as a function of time, the probability for being found in each of the following states \(|+ +\rangle\), \(|+ -\rangle\), \(|- +\rangle\), and \(|- -\rangle\):

a. By solving the problem exactly.

b. By solving the problem assuming the validity of first-order time-dependent perturbation theory with \(H\) as a perturbation switched on at \(t = 0\). Under what condition does (b) give the correct results?

30. Consider a two-level system with \(E_1 < E_2\). There is a time-dependent potential that connects the two levels as follows:

\[
V_{11} = V_{22} = 0, \quad V_{12} = \gamma e^{i\omega t}, \quad V_{21} = \gamma e^{-i\omega t} \quad (\gamma \text{ real}).
\]

At \(t = 0\), it is known that only the lower level is populated—that is, \(c_1(0) = 1, c_2(0) = 0\).

a. Find \(|c_1(t)|^2\) and \(|c_2(t)|^2\) for \(t > 0\) by exactly solving the coupled differential equation

\[
\dot{c}_k = i\hbar \sum_{n=1}^{2} V_{kn}(t) e^{i\omega n t} c_n, \quad (k = 1, 2).
\]

b. Do the same problem using time-dependent perturbation theory to lowest nonvanishing order. Compare the two approaches for small values of \(\gamma\). Treat the following two cases separately: (i) \(\omega\) very different from \(\omega_{21}\) and (ii) \(\omega\) close to \(\omega_{21}\).
Answer for (a): (Rabi’s formula)

\[ |c_2(t)|^2 = \frac{\gamma^2/\hbar^2}{\gamma^2/\hbar^2 + (\omega - \omega_{21})^2/4} \sin^2 \left( \frac{\gamma^2}{\hbar^2} \left[ \frac{\gamma^2}{\hbar^2} + \frac{(\omega - \omega_{21})^2}{4} \right]^{1/2} t \right), \]

\[ |c_1(t)|^2 = 1 - |c_2(t)|^2. \]

31. Show that the slow-turn-on of perturbation \( V \rightarrow Ve^{st} \) (see Baym 1969, 257) can generate contribution from the second term in (5.6.36).

32. a. Consider the positronium problem you solved in Chapter 3, Problem 3. In the presence of a uniform and static magnetic field \( B \) along the z-axis, the Hamiltonian is given by

\[ H = A S_1 \cdot S_2 + \left( \frac{eB}{mc} \right)(S_{1z} - S_{2z}). \]

Solve this problem to obtain the energy levels of all four states using degenerate time-independent perturbation theory (instead of diagonalizing the Hamiltonian matrix). Regard the first and the second terms in the expression for \( H \) as \( H_0 \) and \( V \), respectively. Compare your results with the exact expressions

\[ E = -\left( \frac{\hbar^2 A}{4} \right) \left[ 1 \pm 2 \sqrt{1 + 4 \left( \frac{eB}{mc} \right)^2} \right] \quad \text{for} \quad \begin{cases} \text{singlet } m = 0 \\ \text{triplet } m = 0 \end{cases} \]

\[ E = \frac{\hbar^2 A}{4} \quad \text{for triplet } m = \pm 1, \]

where triplet (singlet) \( m = 0 \) stands for the state that becomes a pure triplet (singlet) with \( m = 0 \) as \( B \rightarrow 0 \).

b. We now attempt to cause transitions (via stimulated emission and absorption) between the two \( m = 0 \) states by introducing an oscillating magnetic field of the “right” frequency. Should we orient the magnetic field along the z-axis or along the x- (or y-) axis? Justify your choice. (The original static field is assumed to be along the z-axis throughout.)

c. Calculate the eigenvectors to first order.

32’. Repeat Problem 32 above, but with the atomic hydrogen Hamiltonian

\[ H = A S_1 \cdot S_2 + \left( \frac{eB}{mc} \right) S_1 \cdot B \]

where in the hyperfine term \( A S_1 \cdot S_2 \), \( S_1 \) is the electron spin, while \( S_2 \) is the proton spin. [Note the problem here has less symmetry than that of the positronium case].

33. Consider the spontaneous emission of a photon by an excited atom.
The process is known to be an E1 transition. Suppose the magnetic quantum number of the atom decreases by one unit. What is the angular distribution of the emitted photon? Also discuss the polarization of the photon with attention to angular-momentum conservation for the whole (atom plus photon) system.

34. Consider an atom made up of an electron and a singly charged (Z = 1) triton (³H). Initially the system is in its ground state (n = 1, l = 0). Suppose the nuclear charge suddenly increases by one unit (realistically by emitting an electron and an antineutrino). This means that the triton nucleus turns into a helium (Z = 2) nucleus of mass 3 (³He). Obtain the probability for the system to be found in the ground state of the resulting helium ion. The hydrogenic wave function is given by

\[ \psi_{n-1, l=0}(\mathbf{x}) = \frac{1}{\sqrt{\pi}} \left( \frac{Z}{a_0} \right)^{3/2} e^{-Zr/a_0}. \]

35. The ground state of a hydrogen atom (n = 1, l = 0) is subjected to a time-dependent potential as follows:

\[ V(\mathbf{x}, t) = V_0 \cos(kz - \omega t). \]

Using time-dependent perturbation theory, obtain an expression for the transition rate at which the electron is emitted with momentum \( \mathbf{p} \). Show, in particular, how you may compute the angular distribution of the ejected electron (in terms of \( \theta \) and \( \phi \) defined with respect to the z-axis). Discuss briefly the similarities and the differences between this problem and the (more realistic) photoelectric effect. (Note: For the initial wave function see Problem 34. If you have a normalization problem, the final wave function may be taken to be

\[ \psi_f(\mathbf{x}) = \left( \frac{1}{L^{3/2}} \right) e^{i \mathbf{p} \cdot \mathbf{x}/h} \]

with \( L \) very large, but you should be able to show that the observable effects are independent of \( L \).

36. Derive an expression for the density of free particle states in two dimensions, that is, the two-dimensional analog of

\[ \rho(E) dE d\Omega = \left( \frac{L}{2\pi} \right)^3 \left( \frac{mk}{\hbar^2} \right) dE d\Omega, \quad \left( k = \frac{p}{\hbar}, E = \frac{p^2}{2m} \right). \]

Your answer should be written as a function of \( k \) (or \( E \)) times \( dE d\phi \), where \( \phi \) is the polar angle that characterizes the momentum direction in two dimensions.

37. A particle of mass \( m \) constrained to move in one dimension is confined
within $0 < x < L$ by an infinite-wall potential

$$V = \infty \quad \text{for} \quad x < 0, \ x > L,$$
$$V = 0 \quad \text{for} \quad 0 \leq x \leq L.$$

Obtain an expression for the density of states (that is, the number of states per unit energy interval) for high energies as a function of $E$. (Check your dimension!)

38. Linearly polarized light of angular frequency $\omega$ is incident on a one-electron “atom” whose wave function can be approximated by the ground state of a three-dimensional isotropic harmonic oscillator of angular frequency $\omega_0$. Show that the differential cross section for the ejection of a photoelectron is given by

$$\frac{d\sigma}{d\Omega} = \frac{4\alpha \hbar^2 k_f^3}{m^2 \omega \omega_0} \sqrt{\frac{\pi \hbar}{m \omega_0}} \exp\left\{ - \frac{\hbar}{m \omega_0} \left[ k_f^2 + \left( \frac{\omega}{c} \right)^2 \right] \right\}$$

$$\times \sin^2 \theta \cos^2 \phi \exp\left[ \left( \frac{2 \hbar k_f \omega}{m \omega_0 c} \right) \cos \theta \right]$$

provided the ejected electron of momentum $\hbar k_f$ can be regarded as being in a plane-wave state. (The coordinate system used is shown in Figure 5.10.)

39. Find the probability $|\phi(p')|^2 d^3 p'$ of the particular momentum $p'$ for the ground-state hydrogen atom. (This is a nice exercise in three-dimensional Fourier transforms. To perform the angular integration choose the $z$-axis in the direction of $p$.)

40. Obtain an expression for $\tau(2p \rightarrow 1s)$ for the hydrogen atom. Verify that it is equal to $1.6 \times 10^{-9}$ s.
CHAPTER 6

Identical Particles

This short chapter is devoted to a discussion of some striking quantum-mechanical effects arising from the identity of particles. We also consider some applications to atoms more complex than hydrogen or hydrogenlike atoms.

6.1. PERMUTATION SYMMETRY

In classical physics it is possible to keep track of individual particles even though they may look alike. When we have particle 1 and particle 2 considered as a system, we can, in principle, follow the trajectory of 1 and that of 2 separately at each instant of time. For bookkeeping purposes, you may color one of them blue and the other red and then examine how the red particle moves and how the blue particle moves as time passes.

In quantum mechanics, however, identical particles are truly indistinguishable. This is because we cannot specify more than a complete set of commuting observables for each of the particles; in particular, we cannot label the particle by coloring it blue. Nor can we follow the trajectory because that would entail a position measurement at each instant of time, which necessarily disturbs the system; in particular the two situations (a) and (b) shown in Figure 6.1 cannot be distinguished—not even in principle.

For simplicity consider just two particles. Suppose one of the particles, which we call particle 1, is characterized by $| k' \rangle$, where $k'$ is a
FIGURE 6.1. Two different paths, (a) and (b), of a two-electron system, for example, in which we cannot assert even in principle through which of the paths the electrons pass.

collective index for a complete set of observables. Likewise, we call the ket of the remaining particle \( |k''\rangle \). The state ket for the two particles can be written in product form,

\[
|k'\rangle|k''\rangle,
\]  

(6.1.1)

where it is understood that the first ket refers to particle 1 and the second ket to particle 2. We can also consider

\[
|k''\rangle|k'\rangle,
\]

(6.1.2)

where particle 1 is characterized by \( |k''\rangle \) and particle 2 by \( |k'\rangle \). Even though the two particles are indistinguishable, it is worth noting that mathematically (6.1.1) and (6.1.2) are distinct kets for \( k' \neq k'' \). In fact, with \( k' \neq k'' \), they are orthogonal to each other.

Suppose we make a measurement on the two-particle system. We may obtain \( k' \) for one particle and \( k'' \) for the other. However, we do not know a priori whether the state ket is \( |k'\rangle|k''\rangle \), \( |k''\rangle|k'\rangle \), or—for that matter—any linear combination of the two. Put in another way, all kets of form

\[
c_1|k'\rangle|k''\rangle + c_2|k''\rangle|k'\rangle
\]

(6.1.3)

lead to an identical set of eigenvalues when measurement is performed. This is known as exchange degeneracy. Exchange degeneracy presents a difficulty because, unlike the single particle case, a specification of the eigenvalue of a complete set of observables does not completely determine the state ket. The way nature avoids this difficulty is quite ingenious. But before proceeding further, let us develop the mathematics of permutation symmetry.

We define the permutation operator \( P_{12} \) by

\[
P_{12}|k'\rangle|k''\rangle = |k''\rangle|k'\rangle.
\]

(6.1.4)

Clearly,

\[
P_{21} = P_{12} \quad \text{and} \quad P_{12}^2 = 1.
\]

(6.1.5)
Under \( P_{12} \), particle 1 having \( k' \) becomes particle 1 having \( k'' \); particle 2 having \( k'' \) becomes particle 2 having \( k' \). In other words, it has the effect of interchanging 1 and 2.

In practice we often encounter an observable that has particle labels. For example in \( S_1 \cdot S_2 \) for a two-electron system, \( S_1 \) (\( S_2 \)) stands for the spin operator of particle 1 (2). For simplicity we consider a specific case where the two-particle state ket is completely specified by the eigenvalues of a single observable \( A \) for each of the particles:

\[
A_1 |a'\rangle|a''\rangle = a'|a'\rangle|a''\rangle \tag{6.1.6a}
\]

and

\[
A_2 |a'\rangle|a''\rangle = a''|a'\rangle|a''\rangle, \tag{6.1.6b}
\]

where the subscripts on \( A \) denote the particle labels, and \( A_1 \) and \( A_2 \) are thus the observables \( A \) for particles 1 and 2, respectively. Applying \( P_{12} \) to both sides of (6.1.6a), we have

\[
P_{12} A_1 P_{12}^{-1} p_{12} |a'\rangle|a''\rangle = a'P_{12} |a'\rangle|a''\rangle
\]

\[
= P_{12} A_1 P_{12}^{-1} |a''\rangle|a'\rangle = a''|a'\rangle|a'\rangle. \tag{6.1.7}
\]

This is consistent with (6.1.6b) only if

\[
P_{12} A_1 P_{12}^{-1} = A_2. \tag{6.1.8}
\]

It follows that \( P_{12} \) must change the particle labels of observables.

Let us now consider the Hamiltonian of a system of two identical particles. The observables, such as momentum and position operators, must necessarily appear symmetrically in the Hamiltonian—for example,

\[
H = \frac{p_1^2}{2m} + \frac{p_2^2}{2m} + V_{\text{pair}}(|x_1 - x_2|) + V_{\text{ext}}(x_1) + V_{\text{ext}}(x_2). \tag{6.1.9}
\]

Here we have separated the mutual interaction between the two particles from their interaction with some other external potential. Clearly, we have

\[
P_{12} H P_{12}^{-1} = H \tag{6.1.10}
\]

for \( H \) made up of observables for two identical particles. Because \( P_{12} \) commutes with \( H \), we can say that \( P_{12} \) is a constant of the motion. The eigenvalues of \( P_{12} \) allowed are +1 and −1 because of (6.1.5). It therefore follows that if the two-particle state ket is symmetric (antisymmetric) to start with, it remains so at all times.

If we insist on eigenkets of \( P_{12} \), two particular linear combinations are selected:

\[
|k'k''\rangle_+ \equiv \frac{1}{\sqrt{2}} (|k'\rangle|k''\rangle + |k''\rangle|k'\rangle), \tag{6.1.11a}
\]
and
\[ |k'k''\rangle = \frac{1}{\sqrt{2}} (|k'\rangle|k''\rangle - |k''\rangle|k'\rangle). \tag{6.1.11b} \]

We can define the symmetrizer and antisymmetrizer as follows:
\[ S_{12} \equiv \frac{1}{2} (1 + P_{12}), \quad A_{12} \equiv \frac{1}{2} (1 - P_{12}). \tag{6.1.12} \]

If we apply \( S_{12}(A_{12}) \) to an arbitrary linear combination of \(|k'\rangle|k''\rangle\) and \(|k''\rangle|k'\rangle\), the resulting ket is necessarily symmetric (antisymmetric). This can easily be seen as follows:
\[
\begin{pmatrix} S_{12} \\ A_{12} \end{pmatrix} \begin{bmatrix} c_1|k'\rangle|k''\rangle + c_2|k''\rangle|k'\rangle \end{bmatrix}
= \frac{1}{2} \left( c_1|k'\rangle|k''\rangle + c_2|k''\rangle|k'\rangle \right) \pm \frac{1}{2} \left( c_1|k''\rangle|k'\rangle + c_2|k'\rangle|k''\rangle \right)
= \frac{c_1 \pm c_2}{2} \left( |k'\rangle|k''\rangle \pm |k''\rangle|k'\rangle \right). \tag{6.1.13} \]

Our consideration can be extended to a system made up of many identical particles. We define
\[ P_{ij}|k'\rangle|k''\rangle \cdots |k^i\rangle|k^{i+1}\rangle \cdots |k^j\rangle \cdots = |k'\rangle|k''\rangle \cdots |k^i\rangle|k^{i+1}\rangle \cdots |k^j\rangle \cdots. \tag{6.1.14} \]
Clearly,
\[ P_{ij}^2 = 1 \tag{6.1.15} \]
just as before, and the allowed eigenvalues of \( P_{ij} \) are +1 and −1. It is important to note, however, that in general
\[ [P_{ij}, P_{kl}] \neq 0. \tag{6.1.16} \]

It is worth explicitly working out a system of three identical particles. First, there are \( 3! = 6 \) possible kets of form
\[ |k'\rangle|k''\rangle|k'''\rangle \tag{6.1.17} \]
where \( k' \), \( k'' \), and \( k''' \) are all different. Thus there is sixfold exchange degeneracy. Yet if we insist that the state be \textit{totally} symmetrical or \textit{totally} antisymmetrical, we can form only one linear combination each. Explicitly, we have
\[
|k'k''k'''\rangle \pm \frac{1}{\sqrt{6}} \left\{ |k'\rangle|k''\rangle|k'''\rangle \pm |k''\rangle|k'\rangle|k'''\rangle \right. \\
+ |k''\rangle|k'''\rangle|k'\rangle \pm |k'''\rangle|k'\rangle|k''\rangle \right. \\
+ \left. |k'''\rangle|k'\rangle|k''\rangle \pm |k'\rangle|k''\rangle|k'''\rangle \right\}. \tag{6.1.18} \]
These are both simultaneous eigenkets of \( P_{12}, P_{23}, \) and \( P_{13} \). We remarked
that there are altogether six independent state kets. It therefore follows that
there are four independent kets that are neither totally symmetrical nor
totally antisymmetrical. We could also introduce the operator $P_{123}$ by
defining
\begin{equation}
P_{123}(|k\rangle|k''\rangle|k'''\rangle) = |k''\rangle|k'''\rangle|k\rangle.
\end{equation}
Note that $P_{123} = P_{12}P_{13}$ because
\begin{equation}
P_{12}P_{13}(|k\rangle|k''\rangle|k'''\rangle) = P_{12}(|k'''\rangle|k''\rangle|k\rangle) = |k''\rangle|k'''\rangle|k\rangle.
\end{equation}

In writing (6.1.18) we assumed that $k'$, $k''$, and $k'''$ are all different.
If two of the three indices coincide, it is impossible to have a totally
antisymmetrical state. The totally symmetrical state is given by
\begin{equation}
|k'k'k'''\rangle + = \frac{1}{\sqrt{3}} (|k\rangle|k\rangle|k''\rangle + |k\rangle|k''\rangle|k\rangle + |k''\rangle|k\rangle|k\rangle),
\end{equation}
where the normalization factor is understood to be $\sqrt{2!/3!}$. For more-general
cases we have a normalization factor
\begin{equation}
\sqrt{\frac{N_1!N_2!\cdots N_n!}{N!}},
\end{equation}
where $N$ is the total number of particles and $N_i$ the number of times $|k^{(i)}\rangle$
occurs.

\section*{6.2. SYMMETRIZATION POSTULATE}

So far we have not discussed whether nature takes advantage of totally
symmetrical or totally antisymmetrical states. It turns out that systems
containing $N$ identical particles are either totally symmetrical under the
interchange of any pair, in which case the particles are said to satisfy
\textbf{Bose-Einstein (B-E) statistics}, hence known as \textit{bosons}, or totally antisym-
metrical, in which case the particles are said to satisfy \textbf{Fermi-Dirac (F-D)
statistics}, hence known as \textit{fermions}. Thus
\begin{align}
P_{ij}|N \text{ identical bosons}\rangle &= + |N \text{ identical bosons}\rangle \quad \text{(6.2.1a)} \\
P_{ij}|N \text{ identical fermions}\rangle &= - |N \text{ identical fermions}\rangle, \quad \text{(6.2.1b)}
\end{align}
where $P_{ij}$ is the permutation operator that interchanges the $i$th and the $j$th
particle, with $i$ and $j$ arbitrary. It is an empirical fact that a mixed
symmetry does not occur.
Even more remarkable is that there is a connection between the spin of a particle and the statistics obeyed by it:

Half-integer spin particles are fermions; \hspace{1cm} (6.2.2a)

Integer spin particles are bosons. \hspace{1cm} (6.2.2b)

Here particles can be composite; for example, a $^3\text{He}$ nucleus is a fermion just as the $e^-$ or the proton; a $^4\text{He}$ nucleus is a boson just as the $\pi^\pm, \pi^0$ meson.

This spin-statistics connection is, as far as we know, an exact law of nature with no known exceptions. In the framework of nonrelativistic quantum mechanics, this principle must be accepted as an empirical postulate. In the relativistic quantum theory, however, it can be proved that half-integer spin particles cannot be bosons and integer spin particles cannot be fermions.

An immediate consequence of the electron being a fermion is that the electron must satisfy the **Pauli exclusion principle**, which states that no two electrons can occupy the same state. This follows because a state like $|k'\rangle|k'\rangle$ is necessarily symmetrical, which is not possible for a fermion. As is well known, the Pauli exclusion principle is the cornerstone of atomic and molecular physics as well as the whole of chemistry.

To illustrate the dramatic differences between fermions and bosons, let us consider two particles, each of which can occupy only two states, characterized by $k'$ and $k''$. For a system of two fermions, we have no choice; there is only one possibility:

$$\frac{1}{\sqrt{2}} (|k'\rangle|k''\rangle - |k''\rangle|k'\rangle). \hspace{1cm} (6.2.3)$$

For bosons there are three states possible:

$$|k'\rangle|k'\rangle, \hspace{1cm} |k''\rangle|k''\rangle, \hspace{1cm} \frac{1}{\sqrt{2}} (|k'\rangle|k''\rangle + |k''\rangle|k'\rangle). \hspace{1cm} (6.2.4)$$

In contrast, for “classical” particles satisfying **Maxwell-Boltzmann (M-B) statistics** with no restriction on symmetry, we have altogether four independent states:

$$|k'\rangle|k''\rangle, \hspace{1cm} |k''\rangle|k'\rangle, \hspace{1cm} |k'\rangle|k'\rangle, \hspace{1cm} |k''\rangle|k''\rangle. \hspace{1cm} (6.2.5)$$

We see that in the fermion case it is impossible for both particles to occupy the same state. In the boson case, for two out of the three allowed kets, both particles occupy the same state. In the classical (M-B) statistics case, both particles occupy the same state for two out of the four allowed kets. In this sense fermions are the least sociable; they avoid each other to make sure that they are not in the same state; in contrast, bosons are the most sociable, they really love to be in the same state, even more so than classical particles obeying M-B statistics.
The difference between fermions and bosons show up most dramatically at low temperatures; a system made up of bosons, such as liquid \(^4\)He, exhibits a tendency for all particles to get down to the same ground state at extremely low temperatures. This is known as Bose-Einstein condensation, a feature not shared by a system made up of fermions.

### 6.3. TWO-ELECTRON SYSTEM

Let us now consider specifically a two-electron system. The eigenvalue of the permutation operator is necessarily \(-1\). Suppose the base kets we use may be specified by \(x_1, x_2, m_{s1}, \) and \(m_{s2}\), where \(m_{s1}\) and \(m_{s2}\) stand for the spin-magnetic quantum numbers of electron 1 and electron 2, respectively.

We can express the wave function for a two-electron system as a linear combination of the state ket with eigenbras of \(x_1, x_2, m_{s1}, \) and \(m_{s2}\) as follows:

\[
\psi = \sum_{m_{s1}} \sum_{m_{s2}} C(m_{s1}, m_{s2}) \langle x_1, m_{s1}; x_2, m_{s2}|\alpha \rangle. \tag{6.3.1}
\]

If the Hamiltonian commutes with \(S^2_{\text{tot}}\),

\[
[S^2_{\text{tot}}, H] = 0, \tag{6.3.2}
\]

then the energy eigenfunction is expected to be an eigenfunction of \(S^2_{\text{tot}}\), and if \(\psi\) is written as

\[
\psi = \phi(x_1, x_2) \chi, \tag{6.3.3}
\]

then the spin function \(\chi\) is expected to be one of the following:

\[
\chi(m_{s1}, m_{s2}) = \begin{cases} 
X^{++} \\
\frac{1}{\sqrt{2}} (X^{-+} + X^{++}) \\
X^{--} \\
\frac{1}{\sqrt{2}} (X^{-+} - X^{++}) 
\end{cases} \quad \text{triplet (symmetrical)}
\]

\[
\chi(m_{s1}, m_{s2}) = \begin{cases} 
X^{++} \\
\frac{1}{\sqrt{2}} (X^{-+} + X^{++}) \\
X^{--} \\
\frac{1}{\sqrt{2}} (X^{-+} - X^{++}) 
\end{cases} \quad \text{singlet (antisymmetrical)},
\tag{6.3.4}
\]

where \(\chi^{+-}\) corresponds to \(\chi(m_{s1} = \frac{1}{2}, m_{s2} = -\frac{1}{2})\). Notice that the triplet spin functions are all symmetrical; this is reasonable because the ladder operator \(S_{1-} + S_{2-}\) commutes with \(P_{12}\) and the \(|+\rangle + \rangle\) state is even under \(P_{12}\).

We note

\[
\langle x_1, m_{s1}; x_2, m_{s2}|P_{12}|\alpha \rangle = \langle x_2, m_{s2}; x_1, m_{s1}|\alpha \rangle. \tag{6.3.5}
\]

Fermi-Dirac statistics thus requires

\[
\langle x_1, m_{s1}; x_2, m_{s2}|\alpha \rangle = -\langle x_2, m_{s2}; x_1, m_{s1}|\alpha \rangle. \tag{6.3.6}
\]
Clearly, $P_{12}$ can be written as

$$P_{12} = P_{12}^{\text{space}} P_{12}^{\text{spin}} \quad (6.3.7)$$

where $P_{12}^{\text{space}}$ just interchanges the position coordinate, while $P_{12}^{\text{spin}}$ just interchanges the spin states. It is amusing that we can express $P_{12}^{\text{spin}}$ as

$$P_{12}^{\text{spin}} = \frac{1}{2} \left( 1 + \frac{4}{\hbar^2} S_1 \cdot S_2 \right), \quad (6.3.8)$$

which follows because

$$S_1 \cdot S_2 = \begin{cases} \frac{\hbar^2}{4} & \text{(triplet)} \\ \frac{-3\hbar^2}{4} & \text{(singlet)} \end{cases} \quad (6.3.9)$$

It follows from (6.3.3) that letting

$$|\alpha\rangle \rightarrow P_{12} |\alpha\rangle \quad (6.3.10)$$

amounts to

$$\phi(x_1, x_2) \rightarrow \phi(x_2, x_1), \quad \chi(m_{s_1}, m_{s_2}) \rightarrow \chi(m_{s_2}, m_{s_1}). \quad (6.3.11)$$

This together with (6.3.6) implies that if the space part of the wave function is symmetrical (antisymmetrical) the spin part must be antisymmetrical (symmetrical). As a result, the spin triplet state has to be combined with an antisymmetrical space function and the spin singlet state has to be combined with a space symmetrical function.

The space part of the wave function $\phi(x_1, x_2)$ provides the usual probabilistic interpretation. The probability for finding electron 1 in a volume element $d^3x_1$ centered around $x_1$ and electron 2 in a volume element $d^3x_2$ is

$$|\phi(x_1, x_2)|^2 d^3x_1 d^3x_2. \quad (6.3.12)$$

To see the meaning of this more closely, let us consider the specific case where the mutual interaction between the two electrons [for example, $V_{\text{pair}}(|x_1 - x_2|, S_1 \cdot S_2)$ can be ignored. If there is no spin dependence, the wave equation for the energy eigenfunction $\psi$ [see (6.1.9)],

$$\left[ -\frac{\hbar^2}{2m} \nabla_1^2 - \frac{\hbar^2}{2m} \nabla_2^2 + V_{\text{ext}}(x_1) + V_{\text{ext}}(x_2) \right] \psi = E \psi, \quad (6.3.13)$$

is now separable. We have a solution of the form $\omega_A(x_1) \omega_B(x_2)$ times the spin function. With no spin dependence $S_{\text{tot}}^2$ necessarily (and trivially) commutes with $H$, so the spin part must be a triplet or a singlet, which have definite symmetry properties under $P_{12}^{\text{spin}}$. The space part must then be written as a symmetrical and antisymmetrical combination of $\omega_A(x_1) \omega_B(x_2)$
and \( \omega_A(x_2) \omega_B(x_1) \):  

\[
\phi(x_1, x_2) = \frac{1}{\sqrt{2}} \left[ \omega_A(x_1) \omega_B(x_2) \pm \omega_A(x_2) \omega_B(x_1) \right]
\]  

(6.3.14)

where the upper sign is for a spin singlet and the lower is for a spin triplet. The probability of observing electron 1 in \( d^3x_1 \) around \( x_1 \) and electron 2 in \( d^3x_2 \) around \( x_2 \) is given by  

\[
\frac{1}{2} \left[ \left| |\omega_A(x_1)|^2 |\omega_B(x_2)|^2 + |\omega_A(x_2)|^2 |\omega_B(x_1)|^2 \right| \right.
\]

\[
\pm 2 \text{Re} \left[ \omega_A(x_1) \omega_B(x_2) \omega_A^*(x_2) \omega_B^*(x_1) \right] \bigg] d^3x_1 d^3x_2.
\]

(6.3.15)

The last term in the curly bracket is known as the exchange density.

We immediately see that when the electrons are in a spin-triplet state, the probability of finding the second electron at the same point in space vanishes. Put another way, the electrons tend to avoid each other when their spins are in a triplet state. In contrast, when their spins are in a singlet state, there is enhanced probability of finding them at the same point in space because of the presence of the exchange density.

Clearly, the question of identity is important only when the exchange density is nonnegligible or when there is substantial overlap between function \( \omega_A \) and function \( \omega_B \). To see this point clearly, let us take the extreme case where \( |\omega_A(x)|^2 \) (where \( x \) may refer to \( x_1 \) or \( x_2 \)) is big only in region A and \( |\omega_B(x)|^2 \) is big only in region B such that the two regions are widely separated. Now choose \( d^3x_1 \) in region A and \( d^3x_2 \) in region B; see Figure 6.2. The only important term then is just the first term in (6.3.15),

\[
|\omega_A(x_1)|^2 |\omega_B(x_2)|^2,
\]

(6.3.16)

which is nothing more than the joint probability density expected for classical particles. In this connection, recall that classical particles are necessarily well localized and the question of identity simply does not arise. Thus the exchange-density term is unimportant if regions A and B do not overlap. There is no need to antisymmetrize if the electrons are far apart.

**FIGURE 6.2.** Two widely separated regions A and B; \( |\omega_A(x)|^2 \) is large in region A while \( |\omega_B(x)|^2 \) is large in region B.
and the overlap is negligible. This is quite gratifying. We never have to worry about the question of antisymmetrization with 10 billion electrons, nor is it necessary to take into account the antisymmetrization requirement between an electron in Los Angeles and an electron in Beijing.

6.4. THE HELIUM ATOM

A study of the helium atom is rewarding for several reasons. First of all, it is the simplest realistic problem where the question of identity—which we encountered in Section 6.3—plays an important role. Second, even though it is a simple system, the two-particle Schrödinger equation cannot be solved analytically; therefore, this is a nice place to illustrate the use of perturbation theory and also the use of the variational method.

The basic Hamiltonian is given by

\[ H = \frac{p_1^2}{2m} + \frac{p_2^2}{2m} - \frac{2e^2}{r_1} - \frac{2e^2}{r_2} + \frac{e^2}{r_{12}}, \]  

(6.4.1)

where \( r_1 \equiv |x_1|, \) \( r_2 \equiv |x_2|, \) and \( r_{12} \equiv |x_1 - x_2|; \) see Figure 6.3. Suppose the \( e^2/r_{12} \)-term were absent. Then, with the identity question ignored, the wave function would be just the product of two hydrogen atom wave functions with \( Z = 1 \) changed into \( Z = 2. \) The total spin is a constant of the motion, so the spin state is either singlet or triplet. The space part of the wave function for the important case where one of the electrons is in the ground state and the other in an excited state characterized by \((nlm)\) is

\[ \phi(x_1, x_2) = \frac{1}{\sqrt{2}} \left[ \psi_{100}(x_1) \psi_{nlm}(x_2) \pm \psi_{100}(x_2) \psi_{nlm}(x_1) \right] \]  

(6.4.2)

where the upper (lower) sign is for the spin singlet (triplet). We will come back to this general form for an excited state later.

For the ground state, we need a special treatment. Here the configuration is characterized by \((1s)^2\), that is, both electrons in \( n = 1, \ l = 0. \)

![Figure 6.3. Schematic diagram of the helium atom.](image)
The space function must then necessarily be symmetric and only the spin singlet function is allowed. So we have

\[ \psi_{100}(x_1)\psi_{100}(x_2)\chi_{\text{singlet}} = \frac{Z^3}{\pi a_0^3} e^{-Z(r_1 + r_2)/a_0} \chi \]  \hspace{1cm} (6.4.3)

with \( Z = 2 \). Not surprisingly, this “unperturbed” wave function gives

\[ E = 2 \times 4 \left( -\frac{e^2}{2a_0} \right) \]  \hspace{1cm} (6.4.4)

for the ground-state energy, which is about 30% bigger than the experimental value.

This is just the starting point of our investigation because in obtaining the above form (6.4.3), we have completely ignored the last term in (6.4.1) that describes the interaction between the two electrons. One way to approach the problem of obtaining a better energy value is to apply first-order perturbation theory using (6.4.3) as the unperturbed wave function and \( e^2/r_{12} \) as the perturbation. We obtain

\[ \Delta_{(1s)^2} = \left\langle \frac{e^2}{r_{12}} \right\rangle_{(1s)^2} = \int \int \frac{Z^6}{\pi^2 a_0^6} e^{-2Z(r_1 + r_2)/a_0} \frac{e^2}{r_{12}} d^3x_1 d^3x_2. \]  \hspace{1cm} (6.4.5)

To carry out the indicated integration we first note

\[ \frac{1}{r_{12}} = \frac{1}{\sqrt{r_1^2 + r_2^2 - 2r_1r_2\cos\gamma}} = \sum_{l=0}^{\infty} \frac{r_>^l}{r_<^{l+1}} P_l(\cos\gamma), \]  \hspace{1cm} (6.4.6)

where \( r_> (r_<) \) is the larger (smaller) of \( r_1 \) and \( r_2 \) and \( \gamma \) is the angle between \( x_1 \) and \( x_2 \). The angular integration is easily performed by expressing \( P_l(\cos\gamma) \) in terms of \( Y_{i}^{m}(\theta_1, \phi_1) \) and \( Y_{i}^{m}(\theta_2, \phi_2) \) using the addition theorem of spherical harmonics:

\[ P_l(\cos\gamma) = \frac{4\pi}{2l + 1} \sum_{m=-l}^{l} Y_{i}^{m*}(\theta_1, \phi_1) Y_{i}^{m}(\theta_2, \phi_2). \]  \hspace{1cm} (6.4.7)

The angular integration is now trivial:

\[ \int Y_{i}^{m}(\theta_i, \phi_i) \, d\Omega_i = \frac{1}{\sqrt{4\pi}} (4\pi) \delta_{ij} \delta_{m0}. \]  \hspace{1cm} (6.4.8)

The radial integration is elementary (but involves tedious algebra!); it leads to

\[ \int_0^\infty \left[ \int_0^{r_1} \frac{1}{r_1} e^{-(2Z/a_0)(r_1 + r_2)} r_2^2 \, dr_2 + \int_r^{r_1} \frac{1}{r_2} e^{-(2Z/a_0)(r_1 + r_2)} r_2^2 \, dr_2 \right] r_1^2 \, dr_1 \]

\[ = \frac{5}{128} \frac{a_0^5}{Z^5}. \]  \hspace{1cm} (6.4.9)
Combining everything, we have (for $Z = 2$)

$$
\Delta_{\langle 1s \rangle^2} = \left( \frac{Z^6e^2}{92^2a_0^6} \right) \frac{4 \pi (\sqrt{4\pi})^2}{(5 \times 128)} \left( \frac{a_0^5}{Z^5} \right) = \left( \frac{5}{2} \right) \left( \frac{e^2}{2a_0} \right).
$$

(6.4.10)

Adding this energy shift to (6.4.4), we have

$$
E_{\text{cal}} = \left( -8 + \frac{5}{2} \right) \left( \frac{e^2}{2a_0} \right) \approx -74.8 \text{ eV}.
$$

(6.4.11)

Compare this with the experimental value,

$$
E_{\text{exp}} = -78.8 \text{ eV}.
$$

(6.4.12)

This is not bad, but we can do better! We propose to use the variational method with $Z$, which we call $Z_{\text{eff}}$, as a variational parameter. The physical reason for this choice is that the effective $Z$ seen by one of the electrons is smaller than 2 because the positive charge of 2 units at the origin (see Figure 6.3) is “screened” by the negatively charged cloud of the other electron; in other words, the other electron tends to neutralize the positive charge due to the helium nucleus at the center. For the normalized trial function we use

$$
\langle x_1, x_2 | \tilde{\psi} \rangle = \left( \frac{Z_{\text{eff}}^3}{\pi a_0^3} \right) e^{-Z_{\text{eff}}(r_1 + r_2)/a_0}.
$$

(6.4.13)

From this we obtain

$$
\bar{H} = \left\langle \tilde{\psi} \left| \frac{p_1^2}{2m} + \frac{p_2^2}{2m} \right| \tilde{\psi} \right\rangle - \left\langle \tilde{\psi} \left| \frac{Ze^2}{r_1} + \frac{Ze^2}{r_2} \right| \tilde{\psi} \right\rangle + \left\langle \tilde{\psi} \left| \frac{e^2}{r_{12}} \right| \tilde{\psi} \right\rangle

= \left( 2 \frac{Z_{\text{eff}}^2}{2} - 2ZZ_{\text{eff}} + \frac{5}{8} Z_{\text{eff}} \right) \left( \frac{e^2}{a_0} \right).
$$

(6.4.14)

We easily see that the minimization of $\bar{H}$ is at

$$
Z_{\text{eff}} = 2 - \frac{4}{16} = 1.6875.
$$

(6.4.15)

This is smaller than 2, as anticipated. Using this value for $Z_{\text{eff}}$ we get

$$
E_{\text{cal}} = -77.5 \text{ eV},
$$

(6.4.16)

which is already very close considering the crudeness of the trial wave function.

Historically, this achievement was considered to be one of the earliest signs that Schrödinger’s wave mechanics was on the right track. We
cannot get this kind of number by the purely algebraic (operator) method. The helium calculation was first done by A. Unsöld in 1927.*  

Let us briefly consider excited states. This is more interesting from the point of view of illustrating quantum-mechanical effects due to identity. We consider just \((1s)(nl)\). We write the energy of this state as

\[
E = E_{100} + E_{nlm} + \Delta E. \tag{6.4.17}
\]

In first-order perturbation theory, \(\Delta E\) is obtained by evaluating the expectation value of \(e^2/r_{12}\). We can write

\[
\left\langle \frac{e^2}{r_{12}} \right\rangle = I \pm J, \tag{6.4.18}
\]

where \(I\) and \(J\), known respectively as the direct integral and the exchange integral, are given by

\[
I = \int d^3x_1 \int d^3x_2 \psi_{100}(x_1) |\psi_{nlm}(x_2)|^2 \frac{e^2}{r_{12}}, \tag{6.4.19a}
\]

\[
J = \int d^3x_1 \int d^3x_2 \psi_{100}(x_1) \psi_{nlm}(x_2) \frac{e^2}{r_{12}} \psi^{*}_{100}(x_2) \psi^{*}_{nlm}(x_1). \tag{6.4.19b}
\]

The upper (lower) sign goes with the spin singlet (triplet) state. Obviously, \(I\) is positive; we can also show that \(J\) is positive. So the net result is such that for the same configuration, the spin singlet state lies higher, as shown in Figure 6.4.

The physical interpretation for this is as follows: In the singlet case the space function is symmetric and the electrons have a tendency to come close to each other. Therefore, the effect of the electrostatic repulsion is more serious; hence, a higher energy results. In the triplet case, the space function is antisymmetric and the electrons tend to avoid each other. Helium in spin-singlet states is known as parahelium, while helium in spin-triplet states is known as orthohelium. Each configuration splits into

---

the para state and the ortho state, the para state lying higher. For the
ground state only parahelium is possible. See Figure 6.5 for a schematic
energy level diagram of the helium atom.

It is very important to recall that the original Hamiltonian is
spin-independent because the potential is made up of just three Coulomb
terms. There was no $S_1 \cdot S_2$-term whatsoever. Yet there is a spin-dependent
effect—the electrons with parallel spins have a lower energy—that arises
from Fermi-Dirac statistics.

This explanation of the apparent spin dependence of the helium
atom energy levels is due to Heisenberg. The physical origin of ferromagnetism—alignment of the electron spins extended over microscopic dis-
tances—is also believed to be essentially the same, but the properties of
ferromagnets are much harder to calculate quantitatively from first princi-
pies.

6.5. PERMUTATION SYMMETRY AND YOUNG TABLEAUX

In keeping track of the requirement imposed by permutation symmetry,
there is an extremely convenient bookkeeping technique known as Young
tableaux, after A. Young, an English clergyman who published a fundamen-
tal paper on this subject in 1901. This section is meant to be an introduction
to Young tableaux for the practical-minded reader. We do not necessarily
present all derivations; this is one of those cases where the rules are simpler
than the derivations.

To illustrate the basic techniques involved, we consider once again
the spin states of a two-electron system. We have three symmetric states

corresponding to the three possible orientations of the spin-triplet state and
an antisymmetric state corresponding to the spin singlet. The spin state of an
individual electron is to be represented by a box. We use $\uparrow$ for spin up
and $\begin{array}{c} 2 \end{array}$ for spin down. These boxes are the basic *primitive objects* of SU(2). A single box represents a doublet.

We define a symmetric tableau, $\begin{array}{c} \phantom{1} \end{array}$, and an antisymmetric tableau, $\begin{array}{c} \phantom{1} \end{array}$ When applied to the spin states of a two-electron system, $\begin{array}{c} \phantom{1} \end{array}$ is the Young tableau for a spin triplet, while $\begin{array}{c} \phantom{1} \end{array}$ is the Young tableau for a spin singlet. Returning now to $\begin{array}{c} 1 \end{array}$ and $\begin{array}{c} 2 \end{array}$, we can build up the three-triplet states as follows:

$$\begin{array}{c} \phantom{1} \end{array} \begin{array}{c} 1 \end{array} \begin{array}{c} 1 \end{array} \begin{array}{c} 2 \end{array} \begin{array}{c} 2 \end{array} \end{array} \ \ \ \ (6.5.1)$$

We do not consider $\begin{array}{c} 2 \end{array} \begin{array}{c} 1 \end{array}$ because when we put boxes horizontally, symmetry is understood. So we deduce an important rule: Double counting is avoided if we require that the number (label) *not decrease* going from the left to the right.

As for the antisymmetric spin-singlet state,

$$\begin{array}{c} 1 \end{array} \begin{array}{c} 2 \end{array} \ \ \ \ (6.5.2)$$

is the only possibility. Clearly $\begin{array}{c} 1 \end{array}$ and $\begin{array}{c} 2 \end{array}$ are impossible because of the requirement of antisymmetry; for a vertical tableau we cannot have a symmetric state. Furthermore, $\begin{array}{c} 2 \end{array} \begin{array}{c} 1 \end{array}$ is discarded to avoid double counting. To eliminate the unwanted symmetry states, we therefore require the number (label) to *increase* as we go down.

We take the following to be the general rule. In drawing Young tableau, going from left to right the number cannot decrease; going down the number must increase. We deduced this rule by considering the spin states of two electrons, but we can show this rule to be applicable to the construction of any tableau.

Consider now three electrons. We can construct totally symmetric spin states by the following rule:

$$\begin{array}{c} \phantom{1} \end{array} \begin{array}{c} \phantom{1} \end{array} \begin{array}{c} \phantom{1} \end{array} \begin{array}{c} 1 \end{array} \begin{array}{c} 1 \end{array} \begin{array}{c} 1 \end{array} \begin{array}{c} 2 \end{array} \begin{array}{c} 2 \end{array} \begin{array}{c} 2 \end{array} \ \ \ \ (6.5.3)$$

This method gives four states altogether. This is just the multiplicity of the $j = \frac{3}{2}$ state, which is obviously symmetric as seen from the $m = \frac{3}{2}$ case, where all three spins are aligned in the positive z-direction.

What about the totally antisymmetric states? We may try vertical tableau like

$$\begin{array}{c} 1 \end{array} \begin{array}{c} 1 \end{array} \begin{array}{c} 1 \end{array} \ \ \ \text{or} \ \ \ \begin{array}{c} 1 \end{array} \begin{array}{c} 2 \end{array} \begin{array}{c} 2 \end{array}$$
But these are illegal, because the numbers must increase as we go down. This is not surprising because total antisymmetry is impossible for spin states of three electrons; quite generally, a necessary (but, of course, not sufficient) condition for total antisymmetry is that every state must be different. In fact, in SU(2) we cannot have three boxes in a vertical column.

We now define a mixed symmetry tableau that looks like this: \[ \begin{array}{c} \text{Box} \\ \text{Box} \end{array} \]

Such a tableau can be visualized as either a single box attached to a symmetric tableau [as in Equation (6.5.4a)] or a single box attached to an antisymmetric tableau [as in Equation (6.5.4b)].

\[ \begin{array}{c} \text{Box} \\ \text{Box} \end{array} \] \hspace{1cm} (6.5.4a)

\[ \begin{array}{c} \text{Box} \\ \text{Box} \end{array} \] \hspace{1cm} (6.5.4b)

If the spin function for three electrons is symmetric in two of the indices, neither of them can be antisymmetric with respect to a third index. For example,

\[ (| + \rangle_1 | - \rangle_2 + | - \rangle_1 | + \rangle_2 ) | - \rangle_3 \] \hspace{1cm} (6.5.5)

satisfies symmetry under 1 \( \leftrightarrow \) 2, but it is neither symmetric nor antisymmetric with respect to 1 \( \leftrightarrow \) 3 (or 2 \( \leftrightarrow \) 3). We may try to enforce antisymmetry under 1 \( \leftrightarrow \) 3 by subtracting the same thing from (6.5.5) with 1 and 3 interchanged:

\[ | + \rangle_1 | - \rangle_2 | - \rangle_3 - | + \rangle_3 | - \rangle_2 - | - \rangle_1 | + \rangle_2 | - \rangle_3 - | - \rangle_3 | + \rangle_2 | - \rangle_1 \] \hspace{1cm} (6.5.6)

This satisfies antisymmetry under 1 \( \leftrightarrow \) 3, but we no longer have the original symmetry under 1 \( \leftrightarrow \) 2. In any case the dimensionality of \[ \begin{array}{c} \text{Box} \\ \text{Box} \end{array} \] is 2; that is, it represents a singlet \( j = \frac{1}{2} \). We can see this by noting that such a tableau corresponds to the angular momentum addition of a spin doublet (\( \square \)) and a spin triplet (\( \square \square \)). We have used up the totally symmetric quartet \( \square \square \square \), so the remainder must be a doublet. Alternatively, we may attach a doublet (\( \square \)) to a singlet (\( \square \)) as in (6.5.4b); the net product is obviously a doublet. So no matter how we consider it, \[ \begin{array}{c} \text{Box} \\ \text{Box} \end{array} \] must represent a doublet. But this is precisely what the rule gives. If the number cannot decrease in the horizontal direction and must increase in the vertical direction, the only possibilities are

\[ \begin{array}{c} 1 \\ 2 \end{array} \] \hspace{1cm} and \hspace{1cm} \[ \begin{array}{c} 1 \\ 2 \end{array} \] \hspace{1cm} (6.5.7)

Because there are only two possibilities, \[ \begin{array}{c} \text{Box} \\ \text{Box} \end{array} \] must correspond to a doublet. Notice that we do not consider \[ \begin{array}{c} \text{Box} \\ \text{Box} \end{array} \].
We can consider Clebsch-Gordan series or angular-momentum addition as follows:

\[
\begin{align*}
\mathcal{D}^{(1/2)} \otimes \mathcal{D}^{(1/2)} &= \mathcal{D}^{(1)} \oplus \mathcal{D}^{(0)} \\
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array}
\oplus
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array} & (2 \times 2 = 3 + 1) \\
\mathcal{D}^{(1)} \otimes \mathcal{D}^{(1/2)} &= \mathcal{D}^{(3/2)} \oplus \mathcal{D}^{(1/2)} \\
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array}
\oplus
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array} & (3 \times 2 = 4 + 2) \\
\mathcal{D}^{(0)} \otimes \mathcal{D}^{(1/2)} &= \mathcal{D}^{(1/2)} \\
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array}
\oplus
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array} & \text{(Note: \hspace{1cm} is impossible; } 1 \times 2 = 2.)
\end{align*}
\]

We now extend our consideration to three primitive objects. A box can assume three possibilities:

\[
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array} : [1, 2, 3].
\]

The labels 1, 2, and 3 may stand for the magnetic quantum numbers of p-orbitals in atomic physics or charge states of the pion $\pi^+$, $\pi^0$, $\pi^-$, or the $u$, $d$, and $s$ quarks in the SU(3) classification of elementary particles. We assume that the rule we inferred using two primitive objects can be generalized and work out such concepts as the dimensionality; we then check to see whether everything is reasonable.

Antisymmetry

\[
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array} : [1, 2, 3] \text{: dimensionality 3} \\
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array} : \text{dimensionality 3} \\
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array} \text{ (In SU(3) 3* is used to distinguish from \hspace{1cm}.)}
\]

(Totally antisymmetrical.)

\[
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array} \text{ only one}
\]

(6.5.10)

Symmetry

\[
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array} : [1, 1, 2, 1, 3, 2, 2, 2, 3, 3, 3] \text{: dimensionality 6} \\
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array} : \text{dimensionality 10} \\
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array} \text{ (Totally antisymmetrical.)}
\]

Mixed symmetry

\[
\begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ } \\
\end{array}
\end{array} : [1, 1, 2, 1, 3, 2, 2, 3, 3, 3] \text{: dimensionality 8}
\]

(6.5.10)
These tableaux correspond to representations of SU(3).
\[ \begin{array}{c|c|c|c} \cdots & \cdots & \cdots \\\hline \cdots & \cdots & \cdots \\\hline \cdots & \cdots & \cdots \end{array} \]
\( \lambda_1 \) boxes in first row
\( \lambda_2 \) boxes in second row
\( \lambda_3 \) boxes in third row \hfill (6.5.11)
For the purpose of figuring the dimensionality, it is legitimate to strike out
\[ \begin{array}{c|c|c} \cdots & \cdots & \cdots \\\hline \cdots & \cdots & \cdots \end{array} \]
\( \cdots \)
(6.5.12)
a “singlet” at the left-hand side of (6.5.11). We can show the dimensionality to be
\[
d(\lambda_1, \lambda_2, \lambda_3) = \frac{(p + 1)(q + 1)(p + q + 2)}{2} \hfill (6.5.13)
\]
where \( p = \lambda_1 - \lambda_2 \) and \( q = \lambda_2 - \lambda_3 \).
In the SU(3) language, a tableau corresponds to a definite irreducible representation of SU(3). On the other hand, when each box is interpreted to mean a \( j = 1 \) object, then a tableau does not correspond to an irreducible representation of the rotation group. Let us discuss this point more specifically. We start with putting together two boxes, where each box represents a \( j = 1 \) state.
\[ \square \otimes \square = \square \oplus \square. \quad (3 \times 3 = 6 + 3) \hfill (6.5.14) \]
The horizontal tableau has six states; the tableau is to be broken down into \( j = 2 \) (multiplicity 5) and \( j = 0 \) (multiplicity 1), both of which are symmetric. In fact this is just how we construct a symmetric second-rank tensor out of two vectors. The vertical tableau \( \square \) corresponds to an antisymmetric \( j = 1 \) state behaving like \( a \times b \).
To work out the addition of three angular momenta with \( j_1 = j_2 = j_3 = 1 \), let us first figure out
\[ \square \otimes \square = \square \oplus \square. \quad (6 \times 3 = 10 + 8) \hfill (6.5.15) \]
\[ \square \otimes \square = \square \oplus \square. \quad (3 \times 3 = 8 + 1) \]
To see how \( \square \square \square \) breaks down, we note that it must contain \( j = 3 \). However, this is not the only totally symmetric state; \( a(b \cdot c) + b(c \cdot a) + c(a \cdot b) \) is also totally symmetric, and this has the transformation property of \( j = 1 \). So \( \square \square \square \) contains both \( j = 3 \) (seven states) and \( j = 1 \) (three states). As for \( \square \) with eight possibilities altogether, the argument is more involved, but we note that this 8 cannot be broken into 7 + 1 because 7 is totally symmetric, while 1 is totally antisymmetric when we know that 8 is of \textit{mixed} symmetry. So the only other possibility is \( 8 = 5 + 3 \)—in other words \( j = 2 \) and \( j = 1 \).
Finally, therefore, we must have
\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{ccc}
\square & \square & \square \\
\square & \square & \square \\
\square & \square & \square \\
\end{array}
\end{array}
\end{array}
\otimes
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\square \oplus \\
\square \oplus \\
\square \oplus \\
\end{array}
\end{array}
\end{array}
\oplus
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\square \oplus \\
\square \oplus \\
\square \oplus \\
\end{array}
\end{array}
\end{array}
\oplus
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\square \oplus \\
\square \oplus \\
\square \oplus \\
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\]
\[3 \times 3 \times 3 = 10 + 8 + 8 + 1\]  
(6.5.16)

In terms of angular-momentum states, we have
\[j = 3 \text{ (dimension 7) once (totally symmetric)}\]
\[j = 2 \text{ (dimension 5) twice (both mixed symmetry)}\]
\[j = 1 \text{ (dimension 3) three times (one totally symmetric, two mixed symmetry)}\]
\[j = 0 \text{ (dimension 1) once (totally antisymmetric)}\]  
(6.5.17)

That the \(j = 0\) state is unique corresponds to the fact that the only product of \(a\), \(b\), and \(c\) invariant under rotation is \(a \cdot (b \times c)\), which is necessarily antisymmetric. We can also look at the \(j = 1\) states using the tensor approach. We have three independent vectors constructed from \(a\), \(b\), and \(c\): \(a(b \cdot c)\), \(b(c \cdot a)\), and \(c(a \cdot b)\). From these we can construct only one totally symmetric combination,
\[a(b \cdot c) + b(c \cdot a) + c(a \cdot b).\]  
(6.5.18)

We can apply this consideration to the \((2p)^3\) configuration of the nitrogen atom, \(N\) \((Z = 7, \text{ shell structure } (1s)^2(2s)^2(2p)^3)\). There are altogether
\[\frac{6!}{3!3!} = \frac{6 \cdot 5 \cdot 4}{3 \cdot 2} = 20 \text{ states.}\]  
(6.5.19)

The space function behaving like \[\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\square \\
\square \\
\square \\
\end{array}
\end{array}
\end{array} \]
which would have \(l_{\text{tot}} = 3\), is actually impossible because it must be combined with a totally antisymmetric spin function. Remember
\[\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\square \\
\square \\
\square \\
\end{array}
\end{array}
\end{array},\]
where each box stands for spin up or down, is impossible for spin states of three electrons. In contrast the totally antisymmetric space function
\[\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\square \\
\square \\
\square \\
\end{array}
\end{array}
\end{array}\]
with \(l_{\text{tot}} = 0\) is perfectly allowable if combined with a totally symmetric spin function \[\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\square \\
\square \\
\square \\
\end{array}
\end{array}
\end{array},\]
which has total spin angular momentum \(\frac{3}{2}\); we have \(^4S_{3/2}\) for this configuration. The mixed-symmetry space function \[\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\square \oplus \\
\square \oplus \\
\square \oplus \\
\end{array}
\end{array}
\end{array} (l_{\text{tot}} = 2, 1)\]
must be combined with a mixed-symmetry spin function, necessarily a spin doublet \[\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\square \oplus \\
\square \oplus \\
\square \oplus \\
\end{array}
\end{array}
\end{array}.\] So we have \(^2D_{5/2,3/2}\) and \(^2P_{3/2,1/2}\). The counting of states
leads to the following:

\[
\begin{align*}
    j = \frac{5}{2} & \quad 6 \text{ states} \\
    j = \frac{3}{2} & \quad 4 \times 3 \text{ states} \\
    j = \frac{1}{2} & \quad 2 \text{ states} \\
    & \quad 20 \text{ states}
\end{align*}
\]  

(6.5.20)

This agrees with the other way of counting.

Finally, we consider applications to elementary particle physics. Here we apply SU(3) considerations to the nonrelativistic quark model, where the primitive objects are \( u, d, s \) (up, down, and strange, where \textit{up} and \textit{down} refer to isospin \textit{up} and isospin \textit{down}). A box can now stand for \( u, d, \) or \( s \). We look at the decuplet representation \( \square \square \square \) (10):

\[
\begin{align*}
    \Delta^{+,+,0,-} & \quad dddudduuduuu \\ 
    \Sigma^{+,0,-} & \quad ddsudsuss \\ 
    \Xi^{0,-} & \quad dssuss \\ 
    \Omega^- & \quad sss
\end{align*}
\]

\( I = \frac{3}{2}, \)

\( I = 1, \)

\( I = \frac{1}{2}, \)

\( I = 0, \)

(6.5.21)

where \( I \) stands for isospin.

Now all ten states are known to be spin \( \frac{3}{2} \) objects. It is safe to assume that the space part is in a relative \( S \)-state for low-lying states of three quarks. We expect total symmetry in the spin degree of freedom. For instance, the \( j = \frac{3}{2}, m = \frac{1}{2} \) state of \( \Delta \) can be visualized to have quark spins all aligned.

But the quarks are spin \( \frac{1}{2} \) objects; we expect total antisymmetry because of Fermi-Dirac statistics. Yet

\begin{align*}
\text{Quark label (now called flavor):} & \quad \text{symmetric} \\
\text{Spin:} & \quad \text{symmetric} \\
\text{Space:} & \quad \text{symmetric}
\end{align*}

(6.5.22)

for the \( j = \frac{3}{2} \) decuplet. But as is evident from (6.5.22), the total symmetry in this case is even! This led to the "statistics paradox," which was especially embarrassing because other aspects of the nonrelativistic quark model were so successful.

The way out of this dilemma is to postulate that there is actually an additional degree of freedom called \textit{color} (red, blue, or yellow) and pos-
tulate that the observed hadrons (strongly interacting particles, including $J = \frac{3}{2}^+$ states considered here) are color singlets

$$\frac{1}{\sqrt{6}} (|\text{RYB}\rangle - |\text{BRY}\rangle + |\text{BYR}\rangle - |\text{YBR}\rangle + |\text{YRB}\rangle - |\text{RYB}\rangle).$$  \hspace{1cm} (6.5.23)

This is in complete analogy with the unique

\[
\begin{array}{c}
1 \\
2 \\
3 \\
\end{array}
\]

of (6.5.10), a totally antisymmetric combination in color space. The statistics problem is now solved because

$$P_{ij} = P_{ij}^{(\text{flavor})} P_{ij}^{(\text{spin})} P_{ij}^{(\text{space})} P_{ij}^{(\text{color})} \tag{6.5.24}$$

One might argue that this is a cheap way to get out of the dilemma. Fortunately, there were also other pieces of evidence in favor of color, such as the decay rate of $\pi^0$ and the cross section for electron-positron annihilation into hadrons. In fact, this is a very good example of how attempts to overcome difficulties lead to nontrivial prediction of color.

PROBLEMS

1. a. $N$ identical spin $\frac{1}{2}$ particles are subjected to a one-dimensional simple harmonic oscillator potential. What is the ground-state energy? What is the Fermi energy?
   b. What are the ground state and Fermi energies if we ignore the mutual interactions and assume $N$ to be very large?

2. It is obvious that two nonidentical spin 1 particles with no orbital angular momenta (that is, $s$-states for both) can form $j = 0$, $j = 1$, and $j = 2$. Suppose, however, that the two particles are identical. What restrictions do we get?

3. Discuss what would happen to the energy levels of a helium atom if the electron were a spinless boson. Be as quantitative as you can.

4. Three spin 0 particles are situated at the corners of an equilateral triangle. Let us define the $z$-axis to go through the center and in the direction normal to the plane of the triangle. The whole system is free to rotate about the $z$-axis. Using statistics considerations, obtain restrictions on the magnetic quantum numbers corresponding to $J_z$. 
5. Consider three weakly interacting, identical spin 1 particles.
   a. Suppose the space part of the state vector is known to be symmetric under interchange of any pair. Using notation $| + \rangle |0\rangle | + \rangle$ for particle 1 in $m_s = +1$, particle 2 in $m_s = 0$, particle 3 in $m_s = +1$, and so on, construct the normalized spin states in the following three cases:
      (i) All three of them in $| + \rangle$.
      (ii) Two of them in $| + \rangle$, one in $|0\rangle$.
      (iii) All three in different spin states.
      What is the total spin in each case?
   b. Attempt to do the same problem when the space part is antisymmetric under interchange of any pair.

6. Suppose the electron were a spin $\frac{1}{2}$ particle obeying Fermi-Dirac statistics. Write the configuration of a hypothetical Ne ($Z = 10$) atom made up of such "electrons" [that is, the analog of $(1s)^2(2s)^2(2p)^6$]. Show that the configuration is highly degenerate. What is the ground state (the lowest term) of the hypothetical Ne atom in spectroscopic notation $(^2S+1L_J$, where $S$, $L$, and $J$ stand for the total spin, the total orbital angular momentum, and the total angular momentum, respectively) when exchange splitting and spin-orbit splitting are taken into account?

7. Two identical spin $\frac{1}{2}$ fermions move in one dimension under the influence of the infinite-wall potential $V = \infty$ for $x < 0$, $x > L$, and $V = 0$ for $0 \leq x \leq L$.
   a. Write the ground-state wave function and the ground-state energy when the two particles are constrained to a triplet spin state (ortho state).
   b. Repeat (a) when they are in a singlet spin state (para state).
   c. Let us now suppose that the two particles interact mutually via a very short-range attractive potential that can be approximated by
      $$V = -\lambda \delta(x_1 - x_2) \quad (\lambda > 0).$$
      Assuming that perturbation theory is valid even with such a singular potential, discuss semiquantitatively what happens to the energy levels obtained in (a) and (b).
This last chapter of the book is devoted to the theory of scattering and, more generally, collision processes. It is impossible to overemphasize the importance of this subject.

7.1. THE LIPPMANN-SCHWINGER EQUATION

We begin with a time-independent formulation of scattering processes. We assume that the Hamiltonian can be written as

\[ H = H_0 + V \] (7.1.1)

where \( H_0 \) stands for the kinetic-energy operator

\[ H_0 = \frac{p^2}{2m}. \] (7.1.2)

In the absence of a scatterer, \( V \) would be zero, and an energy eigenstate would be just a free particle state \( |p\rangle \). The presence of \( V \) causes the energy eigenstate to be different from a free-particle state. However, if the scattering process is to be elastic—that is, no change in energy—we are interested in obtaining a solution to the full-Hamiltonian Schrödinger equation with the same energy eigenvalue. More specifically, let \( |\phi\rangle \) be the energy eigenket
of $H_0$:

$$H_0|\phi\rangle = E|\phi\rangle. \quad (7.1.3)$$

(We use $|\phi\rangle$ here rather than $|p\rangle$ because we may later be interested in free-spherical wave rather than plane-wave states; $|\phi\rangle$ may stand for either.) The basic Schrödinger equation we wish to solve is

$$(H_0 + V)|\psi\rangle = E|\psi\rangle. \quad (7.1.4)$$

Both $H_0$ and $H_0 + V$ exhibit continuous energy spectra. We look for a solution to (7.1.4) such that, as $V \to 0$, we have $|\psi\rangle \to |\phi\rangle$, where $|\phi\rangle$ is the solution to the free-particle Schrödinger equation [(7.1.3)] with the same energy eigenvalue.

It may be argued that the desired solution is

$$|\psi\rangle = \frac{1}{E - H_0} V|\psi\rangle + |\phi\rangle. \quad (7.1.5)$$

apart from complications arising from the singular nature of the operator $1/(E - H_0)$. We can see this by noting that $E - H_0$ applied to (7.1.5) immediately gives the correct equation, (7.1.4). The presence of $|\phi\rangle$ is reasonable because $|\psi\rangle$ must reduce to $|\phi\rangle$ as $V$ vanishes. However, without prescriptions for dealing with a singular operator, an equation of type (7.1.5) has no meaning. The trick we used in time-independent perturbation theory—inserting the complimentary projection operator, and so on (see Section 5.1)—does not work well here because both $|\phi\rangle$ and $|\psi\rangle$ exhibit continuous eigenvalues. Instead, this time the solution is specified by making $E$ slightly complex:

$$|\psi^{(\pm)}\rangle = |\phi\rangle + \frac{1}{E - H_0 \pm i\varepsilon} V|\psi^{(\pm)}\rangle. \quad (7.1.6)$$

This is known as the **Lippmann-Schwinger equation**. The physical meaning of $\pm$ is to be discussed in a moment by looking at $\langle x|\psi^{(\pm)}\rangle$ at large distances.

The Lippmann-Schwinger equation is a *ket equation* independent of particular representations. We now confine ourselves to the position basis by multiplying $\langle x|$ from the left. Thus

$$\langle x|\psi^{(\pm)}\rangle = \langle x|\phi\rangle + \int d^3x' \left( \frac{1}{E - H_0 \pm i\varepsilon} \right) \langle x'|V|\psi^{(\pm)}\rangle. \quad (7.1.7)$$

This is an **integral equation** for scattering because the unknown ket $|\psi^{(\pm)}\rangle$ appears under an integral sign. If $|\phi\rangle$ stands for a plane-wave state with momentum $p$, we can write

$$\langle x|\phi\rangle = \frac{e^{ip\cdot x/\hbar}}{(2\pi\hbar)^{3/2}} \quad (7.1.8)$$
[Editor’s Note: In contrast to bound states, the plane-wave state (7.1.8) is, of course, not normalizable and not really a vector in Hilbert space. Dealing with such states is one of the inconveniences of time-independent scattering theory. The “normalization” in (7.1.8) is such that

\[
\int d^3x \langle p' | x \rangle \langle x | p \rangle = \delta^{(3)}(p - p').
\] (7.1.9)]

If, on the other hand, the Lippman-Schwinger equation is written using the momentum basis, we obtain

\[
\langle p | \psi^{(\pm)} \rangle = \langle p | \phi \rangle + \frac{1}{E - (p'^2/2m) \pm i\varepsilon} \langle p | V | \psi^{(\pm)} \rangle.
\] (7.1.10)

We shall come back to this equation in Section 7.2.

Let us consider specifically the position basis and work with (7.1.7). To make any progress we must first evaluate the kernel of the integral equation defined by

\[
G_\pm(x, x') = \frac{\hbar^2}{2m} \langle x \bigg| \frac{1}{E - H_0 \pm i\varepsilon} \bigg| x' \rangle.
\] (7.1.11)

We claim that \(G_\pm(x, x')\) is given by

\[
G_\pm(x, x') = -\frac{1}{4\pi} \frac{e^{\pm ik|x-x'|}}{|x-x'|}
\] (7.1.12)

where \(E = \hbar^2 k^2/2m\). To show this, we evaluate (7.1.11) as follows:

\[
\frac{\hbar^2}{2m} \langle x \bigg| \frac{1}{E - H_0 \pm i\varepsilon} \bigg| x' \rangle = \frac{\hbar^2}{2m} \int d^3p' \int d^3p'' \langle x | p' \rangle
\]
\[
\times \langle p' \bigg| \frac{1}{E - (p'^2/2m) \pm i\varepsilon} \bigg| p'' \rangle \langle p'' | x' \rangle,
\] (7.1.13)

where \(H_0\) acts on \(\langle p' | \rangle\. Now use

\[
\langle p' \bigg| \frac{1}{E - (p'^2/2m) \pm i\varepsilon} \bigg| p'' \rangle = \frac{\delta^{(3)}(p' - p'')}{E - (p'^2/2m) \pm i\varepsilon}
\]
\[
\langle x | p' \rangle = \frac{e^{ip' \cdot x/\hbar}}{(2\pi\hbar)^{3/2}}, \quad \langle p'' | x' \rangle = \frac{e^{-ip'' \cdot x'/\hbar}}{(2\pi\hbar)^{3/2}}.
\] (7.1.14)

The right-hand side of (7.1.13) becomes

\[
\frac{\hbar^2}{2m} \int \frac{d^3p'}{(2\pi\hbar)^{3/2}} \frac{e^{ip' \cdot (x-x')/\hbar}}{[E - (p'^2/2m) \pm i\varepsilon]}.
\] (7.1.15)
Now write \( E = \hbar^2 k^2 / 2m \) and set \( p' = \hbar q \). Equation (7.1.15) becomes

\[
\frac{1}{(2\pi)^3} \int_0^\infty q^2 dq \int_0^{2\pi} d\phi \int_{-1}^{+1} d\cos \theta \frac{e^{i|q||x-x'|\cos \theta}}{k^2 - q^2 + i\epsilon}
\]

\[
= -\frac{1}{8\pi^2} \frac{1}{i|x-x'|} \int_{-\infty}^{+\infty} dq \frac{e^{i|q||x-x'|} - e^{-i|q||x-x'|}}{q^2 - k^2 + i\epsilon}
\]

\[
= -\frac{1}{4\pi} \frac{e^{\pm ik|x-x'|}}{|x-x'|}.
\] (7.1.16)

In the last step we used the method of residues, noting that the integrand has poles in the complex \( q \)-plane at

\[
q = \pm k \sqrt{1 \pm \left( \frac{i\epsilon}{k^2} \right)} = \pm k \pm i\epsilon'.
\] (7.1.17)

The reader may recognize that \( G_\pm \) is nothing more than Green’s function for the Helmholtz equation,

\[
(\nabla^2 + k^2)G_\pm(x, x') = \delta^{(3)}(x - x').
\] (7.1.18)

Armed with the explicit form of \( G_\pm \) as in Equation (7.1.12), we can use (7.1.11) to write Equation (7.1.7) as

\[
\langle x|\psi^{(\pm)} \rangle = \langle x|\phi \rangle - \frac{2m}{\hbar^2} \int d^3x' \frac{e^{\pm ik|x-x'|}}{4\pi|x-x'|} \langle x'|V|\psi^{(\pm)} \rangle.
\] (7.1.19)

Notice that the wave function \( \langle x|\psi^{(\pm)} \rangle \) in the presence of the scatterer is written as the sum of the wave function for the incident wave \( \langle x|\phi \rangle \) and a term that represents the effect of scattering. As we will see explicitly later, at sufficiently large distances the spatial dependence of the second term is \( e^{\pm ikr/r} \) provided that the potential is of finite range. This means that the positive solution (negative solution) corresponds to the plane wave plus an outgoing (incoming) spherical wave. In most physical problems we are interested in the positive solution because it is difficult to prepare a system satisfying the boundary condition appropriate for the negative solution.

To see the behavior of \( \langle x|\psi^{(\pm)} \rangle \) more explicitly, let us consider the specific case where \( V \) is a local potential—that is, a potential diagonal in the \( x \)-representation. Potentials that are functions only of the position operator \( x \) belong to this category. In precise terms \( V \) is said to be local if it can be written as

\[
\langle x'|V|x'' \rangle = V(x') \delta^{(3)}(x' - x'').
\] (7.1.20)
As a result, we obtain
\[
\langle x | V | \psi^{(\pm)} \rangle = \int d^3 x'' \langle x' | V | x'' \rangle \langle x'' | \psi^{(\pm)} \rangle = V(x') \langle x' | \psi^{(\pm)} \rangle. \tag{7.1.21}
\]

The integral equation (7.1.19) now simplifies as
\[
\langle x | \psi^{(\pm)} \rangle = \langle x | \phi \rangle - \frac{2m}{\hbar^2} \int d^3 x' \frac{e^{\pm ik|x-x'|}}{4\pi|x-x'|} V(x') \langle x' | \psi^{(\pm)} \rangle. \tag{7.1.22}
\]

Let us attempt to understand the physics contained in this equation. The vector \( x \) is understood to be directed towards the observation point at which the wave function is evaluated. For a finite range potential, the region that gives rise to a nonvanishing contribution is limited in space. In scattering processes, we are interested in studying the effect of the scatterer (that is, the finite range potential) at a point far outside the range of the potential. This is quite relevant from a practical point of view because we cannot put a detector at short distance near the scattering center. Observation is always made by a detector placed very far away from the scatterer at \( r \) greatly larger than the range of the potential. In other words, we can safely set
\[
|x| \gg |x'|, \tag{7.1.23}
\]
as depicted in Figure 7.1.

Introducing
\[
r = |x|
\]
\[
r' = |x'|
\]
and
\[
\alpha = \angle(x, x'), \tag{7.1.25}
\]

![Figure 7.1](image-url)  

**FIGURE 7.1.** Finite-range scattering potential. The observation point \( P \) is where the wave function \( \langle x | \psi^{(\pm)} \rangle \) is to be evaluated, while the contribution to the integral in Equation (7.1.22) is for \( |x'| \) less than the range of the potential, as depicted by the shaded region of the figure.
we have for \( r \gg r' \),
\[
|x - x'| = \sqrt{r^2 - 2rr'\cos \alpha + r'^2}
\]
\[
= r \left( 1 - \frac{2r'}{r} \cos \alpha + \frac{r'^2}{r^2} \right)^{1/2}
\]
\[
= r - \hat{r} \cdot x'
\]

where
\[
\hat{r} \equiv \frac{x}{|x|}.
\]

Also define
\[
k' \equiv k \hat{r}.
\]

The motivation for this definition is that \( k' \) represents the propagation vector for waves reaching observation point \( x \). We then obtain
\[
e^{\pm ik|x - x'|} = e^{\pm ikr} e^{\mp ik' \cdot x'}
\]
for large \( r \). It is legitimate to replace \( 1/|x - x'| \) by just \( 1/r \). Furthermore, to get rid of the \( h \)'s in expressions such as \( 1/(2\pi h)^{3/2} \), it is convenient to use \( |k\rangle \) rather than \( |p_i\rangle \), where
\[
k \equiv \frac{p_i}{\hbar}.
\]

Because \( |k\rangle \) is normalized as
\[
\langle k | k' \rangle = \delta^{(3)}(k - k')
\]
we have
\[
\langle x | k \rangle = \frac{e^{ik \cdot x}}{(2\pi)^{3/2}}.
\]

So, finally,
\[
\langle x | \psi^{(+)} \rangle \xrightarrow{r \text{ large}} \langle x | k \rangle = \frac{1}{4\pi} \frac{2m}{\hbar^2} \frac{e^{ikr}}{r} \int d^3x' e^{-ik' \cdot x'} V(x') \langle x' | \psi^{(+)} \rangle
\]
\[
= \frac{1}{(2\pi)^{3/2}} \left[ e^{ik \cdot x} + \frac{e^{ikr}}{r} f(k', k) \right].
\]

This form makes it very clear that we have the original plane wave in propagation direction \( k \) plus an outgoing spherical wave with amplitude \( f(k', k) \) given by
\[
f(k', k) \equiv -\frac{1}{4\pi} \frac{2m}{\hbar^2} (2\pi)^3 \int d^3x' \frac{e^{-ik' \cdot x'}}{(2\pi)^{3/2}} V(x') \langle x' | \psi^{(+)} \rangle
\]
\[
= -\frac{1}{4\pi} (2\pi)^3 \frac{2m}{\hbar^2} \langle k' | V | \psi^{(+)} \rangle.
\]
Similarly, we can readily show from (7.1.22) and (7.1.29) that \( \langle \mathbf{x} | \psi^{(-)} \rangle \) corresponds to the original plane wave in propagation direction \( \mathbf{k} \) plus an incoming spherical wave with spatial dependence \( e^{-i\mathbf{k} \cdot \mathbf{r}} / r \) and amplitude 

\[-(1/4\pi)(2\pi)^3(2m/\hbar^2)\langle -\mathbf{k} | V | \psi^{(-)} \rangle.
\]

To obtain the differential cross section \( d\sigma/d\Omega \), we may consider a large number of identically prepared particles all characterized by the wave function (7.1.32). We can then ask, what is the number of incident particles crossing a plane perpendicular to the incident direction per unit area per unit time? This is just proportional to the probability flux due to the first term on the right-hand side in (7.1.33). Likewise we may ask, what is the number of scattered particles going into a small area \( d\sigma \) subtending a differential solid-angle element \( d\Omega \)? Clearly,

\[
\frac{d\sigma}{d\Omega} d\Omega = \frac{\text{number of particles scattered into } d\Omega \text{ per unit time}}{\text{number of incident particles crossing unit area per unit time}} = \frac{r^2 |j_{\text{scatt}}|^2 d\Omega}{|j_{\text{incid}}|} = |f(k', k)|^2 d\Omega. \tag{7.1.35}
\]

Hence the differential cross section is

\[
\frac{d\sigma}{d\Omega} = |f(k', k)|^2. \tag{7.1.36}
\]

**Wave-Packet Description**

The reader may wonder here whether our time-independent formulation of scattering has anything to do with the motion of a particle being
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**FIGURE 7.2.** (a) Incident wave packet approaching scattering center initially. (b) Incident wave packet continuing to move in the original direction plus spherical outgoing wave front (after a long time duration).
bounced by a scattering center. The incident plane wave we have used is infinite in extent in both space and time. In a more realistic situation, we consider a wave packet (a difficult subject!) that approaches the scattering center. After a long time we have both the original wave packet moving in the original direction plus a spherical wave front that moves outward, as in Figure 7.2. Actually the use of a plane wave is satisfactory as long as the dimension of the wave packet is much larger than the size of the scatterer (or range of $V$).

7.2. THE BORN APPROXIMATION

Equation (7.1.34) is still not directly useful in computing the differential cross section because in the expression for $f(k',k)$ the unknown ket $\langle \psi^+(+ \rangle$ appears. If the effect of the scatterer is not very strong, we may infer that it is not such a bad approximation to replace $\langle x' | \psi^+(+ \rangle$ (which appears under the integral sign) by $\langle x' | \phi \rangle$—that is,

$$\langle x' | \psi^+(+ \rangle \rightarrow \langle x' | \phi \rangle = \frac{e^{ik \cdot x'}}{(2\pi)^{3/2}}.$$  \hspace{1cm} (7.2.1)

We then obtain an approximate expression for $f(k',k)$. Because we treat the potential $V$ to first order, the approximate amplitude so obtained is known as the first-order Born amplitude and is denoted by $f^{(1)}$:

$$f^{(1)}(k',k) = -\frac{1}{4\pi} \frac{2m}{\hbar^2} \int d^3x' e^{i(k-k') \cdot x'} V(x'). \hspace{1cm} (7.2.2)$$

In other words, apart from $-(2m/4\pi\hbar^2)$, the first-order amplitude is just the three-dimensional Fourier transform of the potential $V$ with respect to $q = k - k'$.

For a spherically symmetric potential, $f^{(1)}(k',k)$ is a function of $|k-k'|$, given by (remember $|k'| = k$ by energy conservation)

$$|k-k'| \equiv q = 2k \sin \frac{\theta}{2}; \hspace{1cm} (7.2.3)$$

see Figure 7.3. We can perform the angular integration explicitly to obtain

$$f^{(1)}(\theta) = -\frac{1}{2} \frac{2m}{\hbar^2} \frac{1}{iq} \int_0^\infty \frac{r^2}{r} V(r)(e^{iqr} - e^{-iqr}) \, dr$$

$$= -\frac{2m}{\hbar^2} \frac{1}{q} \int_0^\infty rV(r) \sin qr \, dr. \hspace{1cm} (7.2.4)$$

An example is now in order. Consider scattering by a Yukawa potential

$$V(r) = \frac{V_0 e^{-\mu r}}{\mu r}, \quad (7.2.5)$$

where $V_0$ is independent of $r$ and $1/\mu$ corresponds, in a certain sense, to the range of the potential. Notice that $V$ goes to zero very rapidly for $r \gg 1/\mu$. For this potential we obtain [from (7.2.4)]

$$f^{(1)}(\theta) = -\left(\frac{2mV_0}{\mu \hbar^2}\right) \frac{1}{q^2 + \mu^2}, \quad (7.2.6)$$

where we have used

$$\text{Im} \left[ \int_0^\infty e^{-\mu r} e^{iqr} \, dr \right] = - \text{Im} \left( \frac{1}{-\mu + iq} \right)$$

$$= \frac{q}{\mu^2 + q^2}. \quad (7.2.7)$$

Notice also that

$$q^2 = 4k^2 \sin^2 \frac{\theta}{2} = 2k^2 (1 - \cos \theta). \quad (7.2.8)$$

So, in the first Born approximation, the differential cross section for scattering by a Yukawa potential is given by

$$\left( \frac{d\sigma}{d\Omega} \right) = \left( \frac{2mV_0}{\mu \hbar^2} \right)^2 \frac{1}{\left[ 2k^2 (1 - \cos \theta) + \mu^2 \right]^2}. \quad (7.2.9)$$

It is amusing to observe here that as $\mu \to 0$, the Yukawa potential is reduced to the Coulomb potential, provided the ratio $V_0/\mu$ is fixed—for example, to be $ZZe^2$—in the limiting process. We see that the first Born differential cross section obtained in this manner becomes

$$\left( \frac{d\sigma}{d\Omega} \right) = \frac{(2m)^2(ZZe^2)^2}{\hbar^4} \frac{1}{16k^4 \sin^4(\theta/2)}. \quad (7.2.10)$$
Even the \( h \) disappears if \( \hbar k \) is identified as \(|p|\), so

\[
\left( \frac{d\sigma}{d\Omega} \right) = \frac{1}{16} \left( \frac{ZZ'e^2}{E_{KE}} \right)^2 \frac{1}{\sin^4(\theta/2)},
\]

(7.2.11)

where \( E_{KE} = |p|^2/2m \); this is precisely the Rutherford scattering cross section that can be obtained \textit{classically}.

Coming back to (7.2.4), the Born amplitude with a spherically symmetric potential, there are several general remarks we can make if \( f(k',k) \) can be approximated by the corresponding first Born amplitude, \( f^{(1)} \).

1. \( d\sigma/d\Omega \), or \( f(\theta) \), is a function of \( q \) only; that is, \( f(\theta) \) depends on the energy \( (\hbar^2k^2/2m) \) and \( \theta \) only through the combination \( 2k^2(1 - \cos \theta) \).
2. \( f(\theta) \) is always real.
3. \( d\sigma/d\Omega \) is independent of the sign of \( V \).
4. For small \( k \) (\( q \) necessarily small),

\[
f^{(1)}(\theta) = -\frac{1}{4\pi} \frac{2m}{\hbar^2} \int V(r) \, d^3x
\]

involving a volume integral independent of \( \theta \).
5. \( f(\theta) \) is small for large \( q \) due to rapid oscillation of the integrand.

Let us now discuss the validity of the first-order Born approximation. It is clear from the derivation that if the Born approximation is to be applicable, \( \langle x|\psi^{(+)\rangle} \) should not be too different from \( \langle x|\phi \rangle \) inside the range of potential—that is, in the region where \( V(x) \) is appreciable. Otherwise, it is not legitimate to replace \( |\psi^{(+)\rangle} \) by \( |\phi \rangle \). In other words, the distortion of the incident wave must be small. Going back to the exact expression (7.1.22), we note that the condition that \( \langle x|\psi^{(+)\rangle} \) be not too different from \( \langle x|\phi \rangle \) at the center of the scattering potential \( x \approx 0 \) is seen to be

\[
\left| \frac{2m}{\hbar^2} \frac{1}{4\pi} \int d^3x' \frac{e^{ikr'}}{r'} V(x') \, e^{ik\cdot x} \right| \ll 1.
\]

(7.2.12)

We now consider what the special case of the Yukawa potential in (7.2.5) may imply. At low energies—that is, for small \( k \) (\( k \ll \mu \)—it is legitimate to replace \( e^{ikr'} \) by 1. So we must have

\[
\frac{2m}{\hbar^2} \frac{|V_0|}{\mu^2} \ll 1.
\]

(7.2.13)

This requirement may be compared with the condition for the Yukawa potential to develop a bound state, which we can show to be

\[
\frac{2m}{\hbar^2 \mu^2} |V_0| \geq 2.7
\]

(7.2.14)
with \( V_0 \) negative. In other words, if the potential is strong enough to develop a bound state, the Born approximation will probably give a misleading result. In the opposite high \( k \)-limit, the condition that the second term in (7.1.22) is small can be shown to imply

\[
\frac{2m}{\hbar^2} \frac{|V_0|}{\mu k} \ln \left( \frac{k}{\mu} \right) \ll 1. \tag{7.2.15}
\]

As \( k \) becomes larger, this inequality is more easily satisfied. Quite generally, the Born approximation tends to get better at higher energies.

### The Higher-Order Born Approximation

Let us now consider the higher-order Born approximation. Here, it is more compact to use the symbolic approach. For the transition operator \( T \), we define \( T \) such that

\[
V|\psi^{(+)}\rangle = T|\phi\rangle. \tag{7.2.16}
\]

Multiplying the Lippmann-Schwinger equation (7.1.6) by \( V \), we obtain

\[
T|\phi\rangle = V|\phi\rangle + V \frac{1}{E - H_0 + i\epsilon} T|\phi\rangle. \tag{7.2.17}
\]

This is supposed to hold for \( |\phi\rangle \) taken to be any plane-wave state; furthermore, we know that these momentum eigenkets are complete. Therefore, we must have the following operator equation satisfied:

\[
T = V + V \frac{1}{E - H_0 + i\epsilon} T. \tag{7.2.18}
\]

The scattering amplitude of (7.1.34) can now be written as [using (7.2.16) with the \( |\phi\rangle \) as momentum eigenkets]

\[
f(k',k) = -\frac{1}{4\pi} \frac{2m}{\hbar^2} (2\pi)^3 \langle k'|T|k\rangle. \tag{7.2.19}
\]

Thus to determine \( f(k',k) \), it is sufficient to know the transition operator \( T \).

We can obtain an iterative solution for \( T \) as follows:

\[
T = V + V \frac{1}{E - H_0 + i\epsilon} V + V \frac{1}{E - H_0 + i\epsilon} V \frac{1}{E - H_0 + i\epsilon} V + \cdots. \tag{7.2.20}
\]

Correspondingly, we can expand \( f \) as follows:

\[
f(k',k) = \sum_{n=1}^{\infty} f^{(n)}(k',k), \tag{7.2.21}
\]
where $n$ is the number of times the $V$ operator enters. We have

$$f^{(1)}(k', k) = -\frac{1}{4\pi} \frac{2m}{\hbar^2} (2\pi)^3 \langle k' | V | k \rangle$$

$$f^{(2)}(k', k) = -\frac{1}{4\pi} \frac{2m}{\hbar^2} (2\pi)^3 \langle k' | V \frac{1}{E - H_0 + i\epsilon} V | k \rangle$$

(7.2.22)

If an explicit form is required for $f^{(2)}$, we can write it as

$$f^{(2)} = -\frac{1}{4\pi} \frac{2m}{\hbar^2} (2\pi)^3 \int d^3x' \int d^3x'' \langle k' | x' \rangle V(x')$$

$$\times \left| x' \left| \frac{1}{E - H_0 + i\epsilon} \right| x'' \right\rangle V(x'') \langle x'' | k \rangle$$

$$= -\frac{1}{4\pi} \frac{2m}{\hbar^2} \int d^3x' \int d^3x'' e^{-i(k' \cdot x')} V(x')$$

$$\times \left[ \frac{2m}{\hbar^2} G_+(x', x'') \right] V(x'') e^{i(k' \cdot x')}.$$  

(7.2.23)

A physical interpretation of (7.2.23) is given in Figure 7.4, where the incident wave interacts at $x''$—which explains the appearance of $V(x'')$—and then propagates from $x''$ to $x'$ via Green’s function for the Helmholtz equation (7.1.18); subsequently, a second interaction occurs at $x'$—thus the appearance of $V(x')$—and, finally, the wave is scattered into the direction $k'$. In other words, $f^{(2)}$ corresponds to scattering viewed as a two-step process; likewise, $f^{(3)}$ is viewed as a three-step process, and so on.

### 7.3 OPTICAL THEOREM

There is a very famous relationship popularly attributed to Bohr, Peierls, and Placzek [Editor’s Note: This relationship is in fact due to Eugene Feenberg* (Phys. Rev. 40, 1932); see R. G. Newton (Am. J. Phys. 44, 1976), p. 578.]

*As pointed out by Newton in his Review (c.f. Ref. 8 therein), Feenberg’s paper is also remarkable for the fact that it was published on 1 April 1932, with a receipt date stated as 8 September 1932—thus violating causality!
639, 1976) for the historical background.] called the **optical theorem**, which relates the imaginary part of the forward scattering amplitude \( f(\theta = 0) \) to the total cross section \( \sigma_{\text{tot}} \), as follows:

**Optical Theorem**

\[
\text{Im} \ f(\theta = 0) = \frac{k \sigma_{\text{tot}}}{4\pi} \tag{7.3.1}
\]

where

\[
f(\theta = 0) \equiv f(k,k), \tag{7.3.2}
\]

the setting of \( k' \equiv k \) imposes scattering in the forward direction, and

\[
\sigma_{\text{tot}} \equiv \int \frac{d\sigma}{d\Omega} \ d\Omega. \tag{7.3.3}
\]

**Proof.** From (7.2.19) we have

\[
f(\theta = 0) = f(k,k) = -\frac{1}{4\pi} \frac{2m}{\hbar^2} (2\pi)^3 \langle k| T | k \rangle. \tag{7.3.4}
\]

We next evaluate \( \text{Im}\langle k| T | k \rangle \) using (7.2.16), (7.1.6), and the hermiticity of \( V \):

\[
\text{Im}\langle k| T | k \rangle = \text{Im}\langle k| V | \psi^{(+)} \rangle
\]

\[
= \text{Im} \left[ \left( \langle \psi^{(+)} | -\langle \psi^{(+)} | V \frac{1}{E - H_0 - i\epsilon} \right) V | \psi^{(+)} \rangle \right]. \tag{7.3.5}
\]

Now we use the well-known relation

\[
\frac{1}{E - H_0 - i\epsilon} = \text{Pr.} \left( \frac{1}{E - H_0} \right) + i\pi\delta(E - H_0)
\]

to reduce the right-hand side of (7.3.5) to the form

\[
\text{Im}\left( \langle \psi^{(+)} | V | \psi^{(+)} \rangle \right) - \text{Im}\langle \psi^{(+)} | V \text{Pr.} \frac{1}{E - H_0} V | \psi^{(+)} \rangle
\]

\[
- \text{Im}\langle \psi^{(+)} | V i\pi\delta(E - H_0) V | \psi^{(+)} \rangle. \tag{7.3.6}
\]

The first two terms of (7.3.6) vanish because of the hermiticity of \( V \) and \( V \text{Pr.}[1/(E - H_0)] V \); hence (7.3.6) reduces to

\[
- \pi\langle \psi^{(+)} | V \delta(E - H_0) V | \psi^{(+)} \rangle. \tag{7.3.7}
\]

Again, we can recast (7.3.7) using (7.2.16) and \( | \phi \rangle = | k \rangle \) as

\[
\text{Im}\langle k| T | k \rangle = -\pi\langle k| T^\dagger \delta(E - H_0) T | k \rangle
\]

\[
= -\pi \int d^3 k' \langle k| T^\dagger | k' \rangle \langle k'| T | k \rangle \delta \left( E - \frac{\hbar^2 k'^2}{2m} \right)
\]

\[
= -\pi \int d\Omega' \frac{mk}{\hbar^2} | \langle k'| T | k \rangle |^2, \tag{7.3.8}
\]
where we have used \(d^3k' = k'^2 \frac{dE}{dk'} d\Omega'\), the \(\delta\)-function constraint \(E = h^2k'^2/2m\) [hence \(dE = (h^2k'/m) dk'\)], and—finally—\(k' = k\). From (7.3.4) and (7.3.8), we have

\[
\text{Im} \, f(0) = -\frac{1}{4\pi} \frac{2m}{h^2} (2\pi)^3 \left( -\frac{\pi mk}{h^2} \int d\Omega' |\langle k'|T|k\rangle|^2 \right) = \frac{k\sigma_{\text{tot}}}{4\pi}, \tag{7.3.9}
\]

where in the last step we have used (7.1.36), (7.2.19), and (7.3.3).

We can appreciate the physical significance of the optical theorem after we discuss shadow scattering.

### 7.4. EIKONAL APPROXIMATION

This approximation covers a situation in which \(V(x)\) varies very little over a distance of order of wavelength \(\lambda\) (which can be regarded as “small”). Note that \(V\) itself need not be weak as long as \(E \gg |V|\); hence the domain of validity here is different from the Born approximation. Under these conditions, the semiclassical path concept becomes applicable, and we replace the exact wave function \(\psi^{(+)}\) by the semiclassical wave function [see (2.4.18) and (2.4.22)], namely,

\[
\psi^{(+)} \sim e^{iS(x)/\hbar}. \tag{7.4.1}
\]

This leads to the Hamilton-Jacobi equation for \(S\),

\[
\left( \frac{\nabla S}{2m} \right)^2 + V = E = \frac{h^2k^2}{2m}, \tag{7.4.2}
\]

as discussed in Section 2.4. We propose to compute \(S\) from (7.4.2) by making the further approximation that the classical trajectory is a straight-line path, which should be satisfactory for small deflection at high energy.* Consider the situation depicted in Figure 7.5, where the straight-line trajectory is along the \(z\)-direction. Integrating (7.4.2) we have

\[
\frac{S}{\hbar} = \int_{-\infty}^{z} \left[ k^2 - \frac{2m}{h^2} V(\sqrt{b^2 + z'^2}) \right]^{1/2} dz' + \text{constant}. \tag{7.4.3}
\]

The additive constant is to be chosen in such a way that

\[
\frac{S}{\hbar} \to kz \quad \text{as} \quad V \to 0 \tag{7.4.4}
\]

so that the plane-wave form for (7.4.1) is reproduced in this zero-potential

---

*Needless to say, solution of (7.4.2) to determine the classical trajectory would be a forbidding task in general.
limit. We can then write Equation (7.4.3) as

\[
\frac{S}{\hbar} = kz + \int_{-\infty}^{z} \left[ \sqrt{k^2 - \frac{2m}{\hbar^2} V(\sqrt{b^2 + z'^2})} - k \right] dz'
\]

\[
\approx kz - \frac{m}{\hbar^2 k} \int_{-\infty}^{z} V(\sqrt{b^2 + z'^2}) dz' \tag{7.4.5}
\]

where for \( E \gg V \), we have used

\[
\sqrt{k^2 - \frac{2m}{\hbar^2} V(\sqrt{b^2 + z'^2})} \sim k - \frac{mV}{\hbar^2 k}
\]

at high \( E = \hbar^2 k^2 / 2m \). So

\[
\psi^{(+)}(x) = \psi^{(+)}(b + z\hat{z}) = \frac{1}{(2\pi)^{3/2}} e^{ikz} \exp \left[ -\frac{im}{\hbar^2 k} \int_{-\infty}^{z} V(\sqrt{b^2 + z'^2}) dz' \right]. \tag{7.4.6}
\]

Though (7.4.6) does not have the correct asymptotic form appropriate for an incident plus spherical outgoing wave (that is, it is not of form \( e^{ik' \cdot x} + f(\theta)(e^{ikr/r}) \) and indeed refers only to motion along the original direction), it can nevertheless still be used in (7.1.34) to obtain an approximate expression for \( f(k', k) \), to wit,

\[
f(k', k) = -\frac{1}{4\pi} \frac{2m}{\hbar^2} \int d^3x' e^{-ik' \cdot x'} V(\sqrt{b^2 + z'^2}) e^{ik' \cdot x'}
\]

\[
\times \exp \left[ -\frac{im}{\hbar^2 k} \int_{-\infty}^{z'} V(\sqrt{b^2 + z''^2}) dz'' \right]. \tag{7.4.7}
\]

Note that without the last factor, exp \([\ldots]\), (7.4.7) is just like the first-order Born amplitude in (7.2.2). We perform the three-dimensional \( (d^3 x') \) integration in (7.4.7) by introducing cylindrical coordinates \( d^3 x' = bdbd\phi_b dz' \) (see
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**FIGURE 7.5.** Schematic diagram of eikonal approximation scattering where the classical straight line trajectory is along the z-direction, \(|x| = r\), and \( b = |b| \) is the impact parameter.
Figure 7.5) and noting that
\[(k - k') \cdot x' = (k - k') \cdot (b + z' \hat{z}) \approx -k' \cdot b, \quad (7.4.8)\]
where we have used \(k \perp b\) and \((k - k') \cdot \hat{z} \sim 0(\theta^2)\), which can be ignored for small deflection \(\theta\). Without loss of generality we choose scattering to be in the \(xz\)-plane and write
\[k' \cdot b = (k \sin \theta \hat{x} + k \cos \theta \hat{z}) \cdot (b \cos \phi_b \hat{x} + b \sin \phi_b \hat{y}) \approx kb \theta \cos \phi_b. \quad (7.4.9)\]

The expression for \(f(k', k)\) becomes
\[f(k', k) = -\frac{1}{4\pi} \frac{2m}{\hbar^2} \int_0^\infty b \, db \int_0^{2\pi} d\phi_b \, e^{-ikb \theta \cos \phi_b} \times \int_{-\infty}^{+\infty} dz \, V \exp \left[ -\frac{im}{\hbar^2 k} \int_{-\infty}^{z} V \, dz' \right]. \quad (7.4.10)\]

We next use the following identities:
\[\int_0^{2\pi} d\phi_b \, e^{-ikb \theta \cos \phi_b} = 2\pi J_0(kb \theta) \quad (7.4.11)\]
and
\[\int_{-\infty}^{+\infty} dz \, V \exp \left[ -\frac{im}{\hbar^2 k} \int_{-\infty}^{z} V \, dz' \right] = \frac{i\hbar^2 k}{m} \exp \left[ -\frac{im}{\hbar^2 k} \int_{-\infty}^{z} V \, dz' \right] \bigg|_{z = -\infty}^{z = +\infty}, \quad (7.4.12)\]
where, of course, the contribution from \(z = -\infty\) on the right-hand side of (7.4.12) vanishes in the exponent. So, finally
\[f(k', k) = -ik \int_0^\infty db \, b J_0(kb \theta) [e^{2i\Delta(b)} - 1], \quad (7.4.13)\]
where
\[\Delta(b) \equiv -\frac{m}{2k\hbar^2} \int_{-\infty}^{+\infty} V(\sqrt{b^2 + z^2}) \, dz. \quad (7.4.14)\]

In (7.4.14) we fix the impact parameter \(b\) and integrate along the straight-line path \(z\), shown in Figure 7.5. There is no contribution from \([e^{2i\Delta(b)} - 1]\) in (7.4.13) if \(b\) is greater than the range of \(V\).

It can be shown in a straightforward manner that the eikonal approximation satisfies the optical theorem (7.3.1). This proof plus some interesting applications—for example, when \(V\) is a Gaussian potential \(\Delta(b)\) becomes Gaussian in \(b\)-space—are discussed in the literature (Gottfried 1966). For the case where \(V\) is a Yukawa potential, see Problem 7 in this chapter.
7.5. FREE-PARTICLE STATES: PLANE WAVES VERSUS SPHERICAL WAVES

In considering scattering by a spherically symmetric potential, we often examine how states with definite angular momenta are affected by the scatterer. Such considerations lead to the method of partial waves, to be discussed in detail in Section 7.6. However, before discussing the angular momentum decomposition of scattering states, let us first talk about free-particle states, which are also eigenstates of angular momentum.

For a free particle the Hamiltonian is just the kinetic-energy operator, which obviously commutes with the momentum operator. It is for this reason that in Section 7.1 we also took \( |\phi\rangle \), an eigenket of the free-particle Hamiltonian, to be a momentum eigenket or a plane-wave state \( |\mathbf{k}\rangle \), where the eigenvalue of the momentum operator is \( \hbar \mathbf{k} \). We note, however, that the free-particle Hamiltonian also commutes with \( \mathbf{L}^2 \) and \( L_z \). Thus it is possible to consider a simultaneous eigenket of \( H_0, \mathbf{L}^2 \), and \( L_z \). Ignoring spin, such a state is denoted by \( |E, l, m\rangle \), often called a spherical-wave state.

More generally, the most general free-particle state can be regarded as a superposition of \( |E, l, m\rangle \) with various \( E, l, \) and \( m \) in much the same way as the most general free-particle state can be regarded as a superposition of \( |\mathbf{k}\rangle \) with different \( \mathbf{k} \), different in both magnitude and direction. Put in another way, a free-particle state can be analysed using either the plane-wave basis \( \{ |\mathbf{k}\rangle \} \) or the spherical-wave basis \( \{ |E, l, m\rangle \} \).

We now derive the transformation function \( \langle k|E, l, m\rangle \) that connects the plane-wave basis with the spherical-wave basis. We can also regard this quantity as the momentum-space wave function for the spherical wave characterized by \( E, l, \) and \( m \). We adopt the normalization convention for the spherical-wave eigenket as follows:

\[
\langle E', l', m'|E, l, m\rangle = \delta_{ll'}\delta_{mm'}\delta(E - E').
\]

In analogy with the position-space wave function, we may guess the angular dependence:

\[
\langle k|E, l, m\rangle = g_{lE}(k)Y_l^m(\hat{k}).
\]

To prove this rigorously, we proceed as follows. First, consider the momentum eigenket \( |k\hat{z}\rangle \)—that is, a plane-wave state whose propagation direction is along the positive \( z \)-axis. An important property of this state is that it has no orbital angular-momentum component in the \( z \)-direction:

\[
L_z|k\hat{z}\rangle = (xp_y - yp_x)|k_x = 0, k_y = 0, k_z = k\rangle = 0.
\]

Actually this is plausible from classical considerations: The angular-momentum component must vanish in the direction of propagation because \( \mathbf{L} \cdot \mathbf{p} = (\mathbf{x} \times \mathbf{p}) \cdot \mathbf{p} = 0 \). Because of (7.5.3)—and since \( \langle E', l', m'|k\hat{z}\rangle = 0 \) for...
$m' \neq 0$—we must be able to expand $|k\hat{z}\rangle$ as follows:

$$|k\hat{z}\rangle = \sum_{l'} \int dE' \langle E', l', m' = 0 | E', l', m' = 0 | k\hat{z}\rangle.$$  \hspace{1cm} (7.5.4)

Notice that there is no $m'$ sum; $m'$ is always zero. We can obtain the most general momentum eigenket, with the direction of $k$ specified by $\theta$ and $\phi$, from $|k\hat{z}\rangle$ by just applying the appropriate rotation operator as follows [see Figure 3.3 and (3.6.47)]:

$$|k\rangle = D(\alpha = \phi, \beta = \theta, \gamma = 0)|k\hat{z}\rangle.$$  \hspace{1cm} (7.5.5)

Multiplying (7.5.5) by $\langle E, l, m|\rangle$ on the left, we obtain

$$\langle E, l, m|k\rangle = \sum_{l'} \int dE' \langle E, l, m|D(\alpha = \phi, \beta = \theta, \gamma = 0)|E', l', m' = 0 \rangle$$

$$\times \langle E', l', m' = 0 | k\hat{z}\rangle$$

$$= \sum_{l'} \int dE' D_{m0}^{(l')} (\alpha = \phi, \beta = \theta, \gamma = 0)$$

$$\times \delta_{ll'} \delta (E - E') \langle E', l', m' = 0 | k\hat{z}\rangle$$

$$= D_{m0}^{(l)} (\alpha = \phi, \beta = \theta, \gamma = 0) \langle E, l, m = 0 | k\hat{z}\rangle.$$  \hspace{1cm} (7.5.6)

Now $\langle E, l, m = 0 | k\hat{z}\rangle$ is independent of the orientation of $k$—that is, independent of $\theta$ and $\phi$—and we may as well call it $\sqrt{\frac{2l + 1}{4\pi}} g_{iE}^*(k)$. So we can write, using (3.6.51),

$$\langle k | E, l, m \rangle = g_{iE} (k) Y_{i}^{m} (\hat{k}).$$ \hspace{1cm} (7.5.7)

Let us determine $g_{iE}(k)$. First, we note that

$$(H_0 - E)|E, l, m \rangle = 0.$$  \hspace{1cm} (7.5.8)

But we also let $H_0 - E$ operate on a momentum eigenbra $|k\rangle$ as follows:

$$\langle k | (H_0 - E) = \left( \frac{\hbar^2 k^2}{2m} - E \right) \langle k |.$$  \hspace{1cm} (7.5.9)

Multiplying (7.5.9) with $|E, l, m \rangle$ on the right, we obtain

$$\left( \frac{\hbar^2 k^2}{2m} - E \right) \langle k | E, l, m \rangle = 0.$$  \hspace{1cm} (7.5.10)

This means that $\langle k | E, l, m \rangle$ can be nonvanishing only if $E = \hbar^2 k^2/2m$; so we must be able to write $g_{iE}(k)$ as

$$g_{iE} (k) = N \delta \left( \frac{\hbar^2 k^2}{2m} - E \right).$$ \hspace{1cm} (7.5.11)
To determine $N$ we go back to our normalization convention (7.5.1). We obtain

$$\langle E', l', m'|E, l, m \rangle = \int d^3k'' \langle E', l', m' | k'' \rangle \langle k'' | E, l, m \rangle$$

$$= \int k''^2 dk'' \int d\Omega_{k''} |N|^2 \delta \left( \frac{\hbar^2 k''^2}{2m} - E' \right)$$

$$\times \delta \left( \frac{\hbar^2 k''^2}{2m} - E \right) Y_{l'}^{m'}(\hat{k}'') Y_{l''}^m(\hat{k}'')$$

$$= \int \frac{k''^2 dE''}{dE''/dk''} \int d\Omega_{k''} |N|^2 \delta \left( \frac{\hbar^2 k''^2}{2m} - E' \right) \delta \left( \frac{\hbar^2 k''^2}{2m} - E \right)$$

$$\times Y_{l'}^{m'}(\hat{k}'') Y_{l''}^m(\hat{k}'')$$

$$= |N|^2 \frac{mk'}{\hbar^2} \delta(E - E') \delta_{ll'} \delta_{mm'}, \quad (7.5.12)$$

where we have defined $E'' = \hbar^2 k''^2/2m$ to change $k''$-integration into $E''$-integration. Comparing this with (7.5.1), we see that $N = \hbar/\sqrt{mk}$ will suffice. Therefore, we can finally write

$$g_{IE}(k) = \frac{\hbar}{\sqrt{mk}} \delta \left( \frac{\hbar^2 k^2}{2m} - E \right); \quad (7.5.13)$$

hence

$$\langle k | E, l, m \rangle = \frac{\hbar}{\sqrt{mk}} \delta \left( \frac{\hbar^2 k^2}{2m} - E \right) Y_l^m(k). \quad (7.5.14)$$

From (7.5.14) we infer that the plane-wave state $|k\rangle$ can be expressed as a superposition of free spherical-wave states with all possible $l$-values; in particular,

$$|k\rangle = \sum_l \sum_m \int dE |E, l, m \rangle \langle E, l, m | k \rangle$$

$$= \sum_{l=0}^{\infty} \sum_{m=-l}^{l} |E, l, m \rangle \bigg|_{E=\hbar^2 k^2/2m} \left( \frac{\hbar}{\sqrt{mk}} Y_l^m(\hat{k}) \right). \quad (7.5.15)$$

Because the transverse dimension of the plane wave is infinite, we expect that the plane wave must contain all possible values of impact parameter $b$ (semiclassically, the impact parameter $b \approx l\hbar/p$). From this point of view it is no surprise that the momentum eigenstates $|k\rangle$, when analyzed in terms of spherical-wave states, contain all possible values of $l$.

We have derived the wave function for $|E, l, m \rangle$ in momentum space. Next, we consider the corresponding wave function in position space.
From wave mechanics, the reader should be familiar with the fact that the wave function for a free spherical wave is \( j_l(kr)Y^m_l(\hat{r}) \), where \( j_l(kr) \) is the spherical Bessel function of order \( l \) (see Appendix A). The second solution \( n_l(kr) \), although it satisfies the appropriate differential equation, is inadmissible because it is singular at the origin. So we can write

\[
\langle x|E, l, m \rangle = c_l j_l(kr)Y^m_l(\hat{r}).
\]  

(7.5.16)

To determine \( c_l \), all we have to do is compare

\[
\langle x|k \rangle = \frac{e^{ik \cdot x}}{(2\pi)^{3/2}} = \sum_l \sum_m \int dE \langle x|E, l, m \rangle \langle E, l, m|k \rangle
\]

\[
= \sum_l \sum_m \int dE c_l j_l(kr)Y^m_l(\hat{r}) \frac{\hbar}{\sqrt{mk}} \delta \left( E - \frac{\hbar^2 k^2}{2m} \right) Y^{m*}_l(\hat{k})
\]

\[
= \sum_l \frac{(2l+1)}{4\pi} \hat{P}_l(\hat{k} \cdot \hat{r}) \frac{\hbar}{\sqrt{mk}} c_l j_l(kr),
\]

(7.5.17)

where we have used the addition theorem

\[
\sum_m Y^m_l(\hat{r})Y^{m*}_l(\hat{k}) = [(2l+1)/4\pi] \hat{P}_l(\hat{k} \cdot \hat{r})
\]

in the last step. Now \( \langle x|k \rangle = e^{ik \cdot x}/(2\pi)^{3/2} \) can also be written as

\[
\frac{e^{ik \cdot x}}{(2\pi)^{3/2}} = \frac{1}{(2\pi)^{3/2}} \sum_l (2l+1)\imath^l j_l(kr) \hat{P}_l(\hat{k} \cdot \hat{r}),
\]

(7.5.18)

which can be proved by using the following integral representation for \( j_l(kr) \):

\[
j_l(kr) = \frac{1}{2\imath^l} \int_{-1}^{+1} e^{\imath kr \cos \theta} \hat{P}_l(\cos \theta) d(\cos \theta).
\]

(7.5.19)

Comparing (7.5.17) with (7.5.18), we have

\[
c_l = \frac{i^l}{\hbar} \sqrt{\frac{2mk}{\pi}}.
\]

(7.5.20)

To summarize, we have

\[
\langle k|E, l, m \rangle = \frac{\hbar}{\sqrt{mk}} \delta \left( E - \frac{\hbar^2 k^2}{2m} \right) Y^m_l(\hat{k})
\]

(7.5.21a)

\[
\langle x|E, l, m \rangle = \frac{i^l}{\hbar} \sqrt{\frac{2mk}{\pi}} j_l(kr)Y^m_l(\hat{r}).
\]

(7.5.21b)

These expressions are extremely useful in developing the partial-wave expansion discussed in the next section.

We conclude this section by applying (7.5.21a) to a decay process. Suppose a parent particle of spin \( j \) disintegrates into two spin-zero particles \( A \) (spin \( j \)) \( \rightarrow \) \( B \) (spin 0) \( + \) \( C \) (spin 0). The basic Hamiltonian responsible for
such a decay process is, in general, very complicated. However, we do know that angular momentum is conserved because the basic Hamiltonian must be rotationally invariant. So the momentum-space wave function for the final state must be of the form (7.5.21a), with \( l \) identified with the spin of the parent particle. This immediately enables us to compute the angular distribution of the decay product because the momentum-space wave function is nothing more than the probability amplitude for finding the decay product with relative momentum direction \( \mathbf{k} \).

As a concrete example from nuclear physics, let us consider the decay of an excited nucleus, \( \text{Ne}^{20*} \):

\[
\text{Ne}^{20*} \rightarrow \text{O}^{16} + \text{He}^4. \tag{7.5.22}
\]

Both \( \text{O}^{16} \) and \( \text{He}^4 \) are known to be spinless particles. Suppose the magnetic quantum number of the parent nucleus is \( \pm 1 \), relative to some direction \( z \). Then the angular distribution of the decay product is proportional to \( |Y_1^{\pm 1}(\theta, \phi)|^2 = (3/8\pi)\sin^2\theta \), where \( (\theta, \phi) \) are the polar angles defining the relative direction \( \mathbf{k} \) of the decay product. On the other hand, if the magnetic quantum number is 0 for a parent nucleus with spin 1, the decay angular distribution varies as \( |Y_1^0(\theta, \phi)|^2 = (3/4\pi)\cos^2\theta \).

For a general spin orientation we obtain

\[
\sum_{m=-1}^{1} w(m)|Y_{1=m}^m|^2. \tag{7.5.23}
\]

For an unpolarized nucleus the various \( w(m) \) are all equal, and we obtain an isotropic distribution; this is not surprising because there is no preferred direction if the parent particle is unpolarized.

For a higher spin object, the angular distribution of the decay is more involved; the higher the spin of the parent decaying system, the greater the complexity of the angular distribution of the decay products. Quite generally, through a study of the angular distribution of the decay products, it is possible to determine the spin of the parent nucleus.

### 7.6. METHOD OF PARTIAL WAVES

**Partial-Wave Expansion**

Let us now come back to the case \( V \neq 0 \). We assume that the potential is spherically symmetric, that is, invariant under rotations in three dimensions. It then follows that the transition operator \( T \), which is given by (7.2.20), commutes with \( \mathbf{L}^2 \) and \( \mathbf{L} \). In other words, \( T \) is a scalar operator.

It is now useful to use the spherical-wave basis because the Wigner-Eckart theorem [see (3.10.38)], applied to a scalar operator, immediately
gives
\[ \langle E', l', m' | T | E, l, m \rangle = T_{l}(E) \delta_{l l'} \delta_{m m'} . \tag{7.6.1} \]

In other words, \( T \) is diagonal both in \( l \) and in \( m \); furthermore, the (nonvanishing) diagonal element depends on \( E \) and \( l \) but not on \( m \). This leads to an enormous simplification, as we will see shortly.

Let us now look at the scattering amplitude (7.2.19):
\[
f(k', k) = - \frac{1}{4\pi} \frac{2m}{h^2} (2\pi)^3 \langle k | T | k \rangle
\]
\[
= - \frac{1}{4\pi} \frac{2m}{h^2} (2\pi)^3 \sum_{l} \sum_{m} \sum_{l'} \sum_{m'} \int dE \int dE' \langle k' | E' l' m' \rangle 
\]
\[
\times \langle E' l' m' | T | E l m \rangle \langle E l m | k \rangle
\]
\[
= - \frac{1}{4\pi} \frac{2m}{h^2} (2\pi)^3 \frac{h^2}{mk} \sum_{l} \sum_{m} T_l(E) \left| \begin{array}{c} Y_l^m(\hat{k}') \ Y_l^m(\hat{k}) \\ E = \hbar^2 k^2 / 2m \end{array} \right|
\]
\[
= - \frac{4\pi^2}{k} \sum_{l} \sum_{m} T_l(E) \left| \begin{array}{c} Y_l^m(\hat{k}') \ Y_l^m(\hat{k}) \\ E = \hbar^2 k^2 / 2m \end{array} \right|. \tag{7.6.2}
\]

To obtain the angular dependence of the scattering amplitude, let us choose the coordinate system in such a way that \( k \), as usual, is in the positive \( z \)-direction. We then have [see (3.6.50)]
\[
Y_l^m(\hat{k}) = \sqrt{\frac{2l+1}{4\pi}} \delta_{m0}, \tag{7.6.3}
\]
where we have used \( P_l(1) = 1 \); hence only the terms \( m = 0 \) contribute. Taking \( \theta \) to be the angle between \( k' \) and \( k \), we can write
\[
Y_l^0(\hat{k}') = \sqrt{\frac{2l+1}{4\pi}} P_l(\cos \theta). \tag{7.6.4}
\]

It is customary here to define the partial-wave amplitude \( f_l(k) \) as follows:
\[
f_l(k) \equiv - \frac{\pi T_l(E)}{k}. \tag{7.6.5}
\]
For (7.6.2) we then have
\[
f(k', k) = f(\theta) = \sum_{l=0}^{\infty} (2l+1) f_l(k) P_l(\cos \theta), \tag{7.6.6}
\]
where \( f(\theta) \) still depends on \( k \) (or the incident energy) even though \( k \) is suppressed.

To appreciate the physical significance of \( f_l(k) \), let us study the large-distance behavior of the wave function \( \langle x | \psi^{(+)} \rangle \) given by (7.1.33). Using the expansion of a plane wave in terms of spherical waves [(7.5.18)]
and noting that (Appendix A)
\[
 j_l(kr) \xrightarrow{\text{large } r} e^{i(kr-(l\pi/2))} - e^{-i(kr-(l\pi/2))} \frac{1}{2ikr}, \quad (i' = e^{i\pi/2}) \tag{7.6.7}
\]
and that \(f(\theta)\) is given by (7.6.6), we have
\[
\langle x | \psi^{(+)} \rangle \xrightarrow{\text{large } r} \frac{1}{(2\pi)^{3/2}} \left[ e^{ikz} + f(\theta) \frac{e^{ikr}}{r} \right]
\]
\[
= \frac{1}{(2\pi)^{3/2}} \left[ \sum_l (2l+1) P_l(\cos \theta) \left( \frac{e^{ikr} - e^{-i(kr-l\pi)}}{2ikr} \right) \right.
\]
\[
+ \sum_l (2l+1) f_l(k) P_l(\cos \theta) \frac{e^{ikr}}{r} \right]
\]
\[
= \frac{1}{(2\pi)^{3/2}} \sum_l (2l+1) \frac{P_l}{2ik} \left[ 1 + 2ikf_l(k) \right] \left[ \frac{e^{ikr}}{r} - \frac{e^{-i(kr-l\pi)}}{r} \right]. \tag{7.6.8}
\]

The physics of scattering is now clear. When the scatterer is absent, we can analyze the plane wave as the sum of a spherically outgoing wave behaving like \(e^{ikr}/r\) and a spherically incoming wave behaving like \(-e^{-i(kr-l\pi)}/r\) for each \(l\). The presence of the scatterer changes only the coefficient of the outgoing wave, as follows:
\[
1 \rightarrow 1 + 2ikf_l(k). \tag{7.6.9}
\]
The incoming wave is completely unaffected.

**Unitarity and Phase Shifts**

We now examine the consequences of probability conservation, or unitarity. In a time-independent formulation, the flux current density \(j\) must satisfy
\[
\nabla \cdot j = -\frac{\partial |\psi|^2}{\partial t} = 0. \tag{7.6.10}
\]
Let us now consider a spherical surface of very large radius. By Gauss’s theorem, we must have
\[
\int_{\text{spherical surface}} j \cdot dS = 0. \tag{7.6.11}
\]
Physically (7.6.10) and (7.6.11) mean that there is no source or sink of particles. The outgoing flux must equal the incoming flux. Furthermore, because of angular-momentum conservation, this must hold for each partial
wave separately. In other words, the coefficient of $e^{ikr}/r$ must be the same in magnitude as the coefficient of $e^{-ikr}/r$. Defining $S_l(k)$ to be

$$S_l(k) = 1 + 2ikf_l(k),$$

(7.6.12)

this means [from (7.6.9)] that

$$|S_l(k)| = 1,$$

(7.6.13)

that is, the most that can happen is a change in the phase of the outgoing wave. Equation (7.6.13) is known as the **unitarity relation** for the $l$th partial wave. In a more advanced treatment of scattering, $S_l(k)$ can be regarded as the $l$th diagonal element of the $S$ operator, which is required to be unitary as a consequence of probability conservation.

We thus see that the only change in the wave function at a large distance as a result of scattering is to change the **phase** of the outgoing wave. Calling this phase $2\delta_l$ (the factor of 2 here is conventional), we can write

$$S_l = e^{2i\delta_l},$$

(7.6.14)

with $\delta_l$ real. It is understood here that $\delta_l$ is a function of $k$ even though we do not explicitly write $\delta_l$ as $\delta_l(k)$. Returning to $f_l$, we can write [from (7.6.12)]

$$f_l = \frac{(S_l - 1)}{2ik}$$

(7.6.15)

or, explicitly in terms of $\delta_l$,

$$f_l = \frac{e^{2i\delta_l} - 1}{2ik} = \frac{e^{i\delta_l}\sin\delta_l}{k} = \frac{1}{k \cot \delta_l - ik},$$

(7.6.16)

whichever is convenient. For the full scattering amplitude we have

$$f(\theta) = \sum_{l = 0} (2l + 1) \left( \frac{e^{2i\delta_l} - 1}{2ik} \right) P_l(\cos \theta)$$

$$= \frac{1}{k} \sum_{l = 0} (2l + 1) e^{i\delta_l}\sin\delta_l P_l(\cos \theta)$$

(7.6.17)

with $\delta_l$ real. This expression for $f(\theta)$ rests on the twin principles of **rotational invariance** and **probability conservation**. In many books on wave mechanics, (7.6.17) is obtained by explicitly solving the Schrödinger equation with a real, spherically symmetric potential; our derivation of (7.6.17) may be of interest because it can be generalized to situations when the potential described in the context of nonrelativistic quantum mechanics may fail.

The differential cross section $da/d\Omega$ can be obtained [see (7.1.36)] by just taking the modulus squared of (7.6.17). To obtain the total cross
section we have

\[ \sigma_{\text{tot}} = \int |f(\theta)|^2 d\Omega \]

\[ = \frac{1}{k^2} \int_0^{2\pi} d\phi \int_{-1}^{+1} d(\cos \theta) \sum_l \sum_{l'} (2l + 1)(2l' + 1) \]

\[ \times e^{i\delta_l \sin \delta_l} e^{-i\delta_{l'} \sin \delta_{l'} P_l P_{l'}} \]

\[ = \frac{4\pi}{k^2} \sum_l (2l + 1) \sin^2 \delta_l. \tag{7.6.18} \]

We can check the optical theorem (7.3.1), which we obtained earlier using a more general argument. All we need to do is note from (7.6.17) that

\[ \text{Im} f(\theta = 0) = \sum_l \frac{(2l + 1) \text{Im} \left[ e^{i\delta_l \sin \delta_l} \right]}{k} P_l(\cos \theta) \bigg|_{\theta = 0} \]

\[ = \sum_l \frac{(2l + 1)}{k} \sin^2 \delta_l, \tag{7.6.19} \]

which is the same as (7.6.18) except for \(4\pi/k\).

As a function of energy, \(\delta_l\) changes; hence \(f_l(k)\) changes also. The unitarity relation of (7.6.13) is a restriction on the manner in which \(f_l\) can vary. This can be most conveniently seen by drawing an Argand diagram for \(k f_l\). We plot \(k f_l\) in a complex plane, as shown in Figure 7.6, which is

**FIGURE 7.6.** Argand diagram for \(k f_l\). OP is the magnitude of \(k f_l\), while CO and CP are each radii of length \(\frac{1}{2}\) on the unitary circle; angle OCP = 2δₙ.
self-explanatory if we note from (7.6.16) that

$$ kf_l = \frac{i}{2} + \frac{1}{2} e^{-(i\pi/2) + 2i\delta_l}. \quad (7.6.20) $$

Notice that there is a circle of radius $\frac{1}{2}$, known as the **unitary circle**, on which $kf_l$ must lie.

We can see many important features from Figure 7.6. Suppose $\delta_l$ is small. Then $f_l$ must stay near the bottom of the circle. It may be positive or negative, but $f_l$ is almost purely real:

$$ f_l = \frac{e^{i\delta_l} \sin \delta_l}{k} \approx \frac{(1 + i\delta_l)}{k} \approx \frac{\delta_l}{k}. \quad (7.6.21) $$

On the other hand, if $\delta_l$ is near $\pi/2$, $kf_l$ is almost purely imaginary, and the magnitude of $kf_l$ is maximal. Under such a condition the $l$th partial wave may be in resonance, a concept to be discussed in some detail in Section 7.8. Note that the maximum partial cross section

$$ \sigma_{\text{max}}^{(l)} = 4\pi \lambda^2 (2l + 1) \quad (7.6.22) $$

is achieved [see (7.6.18)] when $\sin^2 \delta_l = 1$.

**Connection with the Eikonal Approximation**

The eikonal approximation discussed in 7.4 is valid at high energies ($\lambda \ll \text{range } R$); hence many partial waves contribute. We may regard $l$ as a continuous variable. As an aside we note the semiclassical argument that $l = bk$ (because angular momentum $lh = bp$, where $b$ is the impact parameter and momentum $p = hk$). We take

$$ l_{\text{max}} = kR \quad (7.6.23) $$

then we make the following substitutions in expression (7.6.17):

$$ \sum_l \rightarrow k \int db, \quad P_l(\cos \theta) \quad \text{large } l, \quad J_0(l\theta) = J_0(kb\theta), \quad \text{small } \theta $$

$$ \delta_l \rightarrow \Delta(b) \bigg|_{b = \frac{1}{k}}, \quad \text{large } l $$

where $l_{\text{max}} = kR$ implies that

$$ e^{2i\delta_l} - 1 = e^{2i\Delta(b)} - 1 = 0 \quad \text{for } l > l_{\text{max}}. \quad (7.6.24) $$

We have

$$ f(\theta) \rightarrow k \int db \frac{2kb}{2ik} (e^{2i\Delta(b)} - 1) J_0(kb\theta) $$

$$ = -ik \int db bJ_0(kb\theta) [e^{2i\Delta(b)} - 1]. \quad (7.6.26) $$

The computation of $\delta_l$ can be done by using the explicit form for $\Delta(b)$ given by (7.4.14) (see Problem 7 in this chapter).
Determination of Phase Shifts

Let us now consider how we may actually determine the phase shifts given a potential \( V \). We assume that \( V \) vanishes for \( r > R \), \( R \) being the range of the potential. Outside (that is, for \( r > R \)) the wave function must be that of a free spherical wave. This time, however, there is no reason to exclude \( n_i(r) \) because the origin is excluded from our consideration. The wave function is therefore a linear combination of \( j_i(kr)P_l(\cos \theta) \) and \( n_i(kr)P_l(\cos \theta) \) or, equivalently, \( h_i^{(1)}P_l \) and \( h_i^{(2)}P_l \), where \( h_i^{(1)} \) and \( h_i^{(2)} \) are the spherical Hankel functions defined by

\[
h_i^{(1)} = j_i + in_i, \quad h_i^{(2)} = j_i - in_i; \tag{7.6.27}
\]

these have the asymptotic behavior (see Appendix A)

\[
h_i^{(1)} \xrightarrow{r \to \infty} \frac{e^{i(kr-(l+\pi/2))}}{ikr}, \quad h_i^{(2)} \xrightarrow{r \to \infty} -\frac{e^{-i(kr-(l+\pi/2))}}{ikr}. \tag{7.6.28}
\]

The full-wave function at any \( r \) can then be written as:

\[
\langle x | \psi^{(+)} \rangle = \frac{1}{(2\pi)^{3/2}} \sum_l i^l (2l+1) A_l(r) P_l(\cos \theta) \quad (r > R). \tag{7.6.29}
\]

For \( r > R \) we have (for the radial-wave function)

\[
A_l = c_i^{(1)}h_i^{(1)}(kr) + c_i^{(2)}h_i^{(2)}(kr), \tag{7.6.30}
\]

where the coefficient that multiplies \( A_l \) in (7.6.29) is chosen so that, for \( V = 0 \), \( A_l(r) \) coincides with \( j_l(kr) \) everywhere. Using (7.6.28), we can compare the behavior of the wave function for large \( r \) given by (7.6.29) and (7.6.30) with

\[
\frac{1}{(2\pi)^{3/2}} \sum_l (2l+1) P_l \left[ \frac{e^{2i\delta_i}e^{ikr}}{2ikr} - \frac{e^{-i(kr-l\pi)}}{2ikr} \right]. \tag{7.6.31}
\]

Clearly, we must have

\[
c_i^{(1)} = \frac{1}{2}e^{2i\delta_i}, \quad c_i^{(2)} = \frac{1}{2}. \tag{7.6.32}
\]

So the radial-wave function for \( r > R \) is now written as

\[
A_l(r) = e^{i\delta_i} \left[ \cos \delta_i j_l(kr) - \sin \delta_i n_l(kr) \right]. \tag{7.6.33}
\]

Using this, we can evaluate the logarithmic derivative at \( r = R \)—that is, just outside the range of the potential—as follows:

\[
\beta_l = \left( \frac{r}{A_l} \frac{dA_l}{dr} \right)_{r=R} = kR \left[ \frac{j'_l(kR)\cos \delta_l - n'_l(kR)\sin \delta_l}{j_l(kR)\cos \delta_l - n_l(kR)\sin \delta_l} \right], \tag{7.6.34}
\]

where \( j'_l(kR) \) stands for the derivative of \( j_l \) with respect to \( kr \) evaluated at
\[ kr = kR. \] Conversely, knowing the logarithmic derivative at \( R \), we can obtain the phase shift as follows:

\[
\tan \delta_i = \frac{kRj'_i(kR) - \beta_i j_i(kR)}{kRn'_i(kR) - \beta_in_i(kR)}. \tag{7.6.35}
\]

The problem of determining the phase shift is thus reduced to that of obtaining \( \beta_i \).

We now look at the solution to the Schrödinger equation for \( r < R \) — that is, inside the range of the potential. For a spherically symmetric potential, we can solve the Schrödinger equation in three dimensions by looking at the equivalent one-dimensional equation

\[
\frac{d^2 u_i}{dr^2} + \left( k^2 - \frac{2m}{\hbar^2} V - \frac{l(l+1)}{r^2} \right) u_i = 0, \tag{7.6.36}
\]

where

\[
u_i = rA_i(r) \tag{7.6.37}
\]

subject to the boundary condition

\[ u_i|_{r=0} = 0. \tag{7.6.38} \]

We integrate this one-dimensional Schrödinger equation—and necessary, numerically—up to \( r = R \), starting at \( r = 0 \). In this way we obtain the logarithmic derivative at \( R \). By continuity we must be able to match the logarithmic derivative for the inside and outside solutions at \( r = R \):

\[
\beta_i|_{\text{inside solution}} = \beta_i|_{\text{outside solution}}. \tag{7.6.39}
\]

where the left-hand side is obtained by integrating the Schrödinger equation up to \( r = R \), while the right-hand side is expressible in terms of the phase shifts that characterize the large-distance behavior of the wave function. This means that the phase shifts are obtained simply by substituting \( \beta_i \) for the inside solution into \( \tan \delta_i \) [(7.6.35)]. For an alternative approach it is possible to derive an integral equation for \( A_i(r) \), from which we can obtain phase shifts (see Problem 8 of this chapter).

**Hard-Sphere Scattering**

Let us work out a specific example. We consider scattering by a hard, or rigid, sphere

\[
V = \begin{cases} 
\infty & \text{for } r < R \\
0 & \text{for } r > R.
\end{cases} \tag{7.6.40}
\]

In this problem we need not even evaluate \( \beta_i \) (which is actually \( \infty \)). All we need to know is that the wave function must vanish at \( r = R \) because the
sphere is impenetrable. Therefore,

$$A_l(r) \big|_{r=R} = 0$$  \hspace{1cm} (7.6.41)

or, from (7.6.33),

$$j_l(kR) \cos \delta_l - n_l(kR) \sin \delta_l = 0$$  \hspace{1cm} (7.6.42)

or

$$\tan \delta_l = \frac{j_l(kR)}{n_l(kR)}.$$  \hspace{1cm} (7.6.43)

Thus the phase shifts are now known for any $l$. Notice that no approximations have been made so far.

To appreciate the physical significance of the phase shifts, let us consider the $l = 0$ case (S-wave scattering) specifically. Equation (7.6.43) becomes, for $l = 0$,

$$\tan \delta_0 = \frac{\sin kR / kR}{- \cos kR / kR} = - \tan kR,$$  \hspace{1cm} (7.6.44)

or $\delta_0 = - kR$. The radial-wave function (7.6.33) with $e^{i \delta_0}$ omitted varies as

$$A_{l=0}(r) \propto \frac{\sin kr}{kr} \cos \delta_0 + \frac{\cos kr}{kr} \sin \delta_0 = \frac{1}{kr} \sin (kr + \delta_0).$$  \hspace{1cm} (7.6.45)

Therefore, if we plot $rA_{l=0}(r)$ as a function of distance $r$, we obtain a sinusoidal wave, which is shifted when compared to the free sinusoidal wave by amount $R$; see Figure 7.7.

**FIGURE 7.7.** Plot of $rA_{l=0}(r)$ versus $r$ (with the $e^{i \delta_0}$ factor removed). The dashed curve for $V = 0$ behaves like $\sin kr$, while the solid curve is for S-wave hard-sphere scattering, shifted by $R = - \delta_0 / k$ from the case $V = 0$. 


Let us now study the low and high energy limits of \( \tan \delta_l \). Low energy means \( kR \) small, \( kR \ll 1 \). We can then use (see Appendix A)

\[
j_l(kr) \simeq \frac{(kr)^l}{(2l+1)!!}
\]

\[
n_l(kr) \simeq -\frac{(2l-1)!!}{(kr)^{l+1}}
\]

to obtain

\[
\tan \delta_l = \frac{-(kR)^{2l+1}}{(2l+1)[(2l-1)!!]^2}.
\]

(7.6.47)

It is therefore all right to ignore \( \delta_l \) with \( l \neq 0 \). In other words, we have \( S \)-wave scattering only, which is actually expected for almost any finite-range potential at low energy. Because \( \delta_0 = -kR \) regardless of whether \( k \) is large or small, we obtain

\[
\frac{d\sigma}{d\Omega} = \frac{\sin^2 \delta_0}{k^2} = R^2 \text{ for } kR \ll 1.
\]

(7.6.48)

It is interesting that the total cross section, given by

\[
\sigma_{\text{tot}} = \int \frac{d\sigma}{d\Omega} \, d\Omega = 4\pi R^2,
\]

(7.6.49)

is \textbf{four} times the \textit{geometric cross section} \( \pi R^2 \). By geometric cross section we mean the area of the disc of radius \( R \) that blocks the propagation of the plane wave (and has the same cross section area as that of a hard sphere). Low-energy scattering, of course, means a very large wavelength scattering, and we do not necessarily expect a classically reasonable result.

One might conjecture that the geometric cross section is reasonable to expect for high-energy scattering because at high energies the situation might look similar to the semiclassical situation. At high energies many \( l \)-values contribute, up to \( l_{\text{max}} \simeq kR \), a reasonable assumption. The total cross section is therefore given by

\[
\sigma_{\text{tot}} = \frac{4\pi}{k^2} \sum_{l=0}^{l=kR} (2l+1)\sin^2 \delta_l.
\]

(7.6.50)

But using (7.6.43), we have

\[
\sin^2 \delta_l = \frac{\tan^2 \delta_l}{1 + \tan^2 \delta_l} = \frac{\left[ j_l(kR) \right]^2}{\left[ j_l(kR) \right]^2 + \left[ n_l(kR) \right]^2} \approx \sin^2 \left( kR - \frac{\pi l}{2} \right),
\]

(7.6.51)
where we have used
\[
    j_l(kr) \sim \frac{1}{kr} \sin \left( kr - \frac{l\pi}{2} \right)
\]
\[
    n_l(kr) \sim -\frac{1}{kr} \cos \left( kr - \frac{l\pi}{2} \right).
\]  

(7.6.52)

We see that \( \delta_l \) decreases by 90° each time \( l \) increases by one unit. Thus, for an adjacent pair of partial waves, \( \sin^2 \delta_l + \sin^2 \delta_{l+1} = \sin^2 \delta_l + \sin^2 (\delta_l - \pi/2) = \sin^2 \delta_l + \cos^2 \delta_l = 1 \), and with so many \( l \)-values contributing to (7.6.50), it is legitimate to replace \( \sin^2 \delta_l \) by its average value, \( \frac{1}{2} \). The number of terms in the \( l \)-sum is roughly \( kR \), as is the average of \( 2l+1 \). Putting all the ingredients together, (7.6.50) becomes
\[
    \sigma_{\text{tot}} = \frac{4\pi}{k^2} (kR)^2 \frac{1}{2} = 2\pi R^2,
\]

(7.6.53)

which is not the geometric cross section \( \pi R^2 \) either! To see the origin of the factor of 2, we may split (7.6.17) into two parts:
\[
    f(\theta) = \frac{1}{2ik} \sum_{l=0}^{kR} (2l+1) e^{2i\delta_l} P_l(\cos \theta) + \frac{i}{2k} \sum_{l=0}^{kR} (2l+1) P_l(\cos \theta)
\]
\[
    = f_{\text{reflection}} + f_{\text{shadow}}.
\]

(7.6.54)

In evaluating \( \int |f_{\text{refl}}|^2 \, d\Omega \), the orthogonality of the \( P_l(\cos \theta) \)'s ensures that there is no interference amongst contributions from different \( l \), and we obtain the sum of the square of partial-wave contributions:
\[
    \int |f_{\text{refl}}|^2 \, d\Omega = \frac{2\pi}{4k^2} \sum_{l=0}^{l_{\text{max}}} \int_{-1}^{+1} (2l+1)^2 \left[ P_l(\cos \theta) \right]^2 d(\cos \theta)
\]
\[
    = \frac{\pi l_{\text{max}}^2}{k^2} = \pi R^2.
\]

(7.6.55)

Turning our attention to \( f_{\text{shad}} \), we note that it is pure imaginary. It is particularly strong in the forward direction because \( P_l(\cos \theta) = 1 \) for \( \theta = 0 \), and the contributions from various \( l \)-values all add up coherently—that is, with the same phase, pure imaginary and positive in our case. We can use the small-angle approximation for \( P_l \) [see (7.6.24)] to obtain
\[
    f_{\text{shad}} \approx \frac{i}{2k} \sum_{l=0}^{l_{\text{max}}} (2l+1) J_0(l\theta)
\]
\[
    = ik \int_0^R bdb J_0(kb\theta)
\]
\[
    = \frac{iR J_1(kR\theta)}{\theta}.
\]

(7.6.56)

But this is just the formula for Fraunhofer diffraction in optics with a strong
peaking near $\theta = 0$. Letting $\xi = kR\theta$ and $d\xi/\xi = d\theta/\theta$, we can evaluate
\[
\int |f_{\text{shad}}|^2 d\Omega = 2\pi \int_{-1}^{+1} R^2 \left[ J_1(kR\theta) \right]^2 \frac{d(\cos \theta)}{\theta^2}
\]
\[
= 2\pi R^2 \int_0^{\infty} \frac{J_1(\xi)}{\xi} d\xi
\]
\[
= \pi R^2.
\] (7.6.57)

Finally, the interference between $f_{\text{shad}}$ and $f_{\text{refl}}$ vanishes:
\[
\text{Re} \left( f_{\text{shad}}^* f_{\text{refl}} \right) = 0
\] (7.6.58)
because the phase of $f_{\text{refl}}$ oscillates ($2\delta_{l+1, l} = 2\delta_{l} - \pi$), approximately averaging to zero, while $f_{\text{shad}}$ is pure imaginary. Thus
\[
\sigma_{\text{tot}} = \pi R^2 + \pi R^2.
\]
\[
\sigma_{\text{refl}} \quad \sigma_{\text{shad}}
\] (7.6.59)

The second term (coherent contribution in the forward direction) is called a *shadow* because for hard-sphere scattering at high energies, waves with impact parameter less than $R$ must be deflected. So, just behind the scatterer there must be zero probability for finding the particle and a shadow must be created. In terms of wave mechanics, this shadow is due to destructive interference between the original wave (which would be there even if the scatterer were absent) and the newly scattered wave. Thus we need scattering in order to create a shadow. That this shadow amplitude must be pure imaginary may be seen by recalling from (7.6.8) that the coefficient of $e^{ikr}/2ikr$ for the $l$th partial wave behaves like $1 + 2ikf_l(k)$, where the 1 would be present even without the scatterer; hence there must be a positive imaginary term in $f_{l}$ to get cancellation. In fact, this gives a physical interpretation of the optical theorem, which can be checked explicitly. First note that
\[
\frac{4\pi}{k} \text{Im} f(0) = \frac{4\pi}{k} \text{Im} \left[ f_{\text{shad}}(0) \right]
\] (7.6.60)

because $\text{Im}[f_{\text{refl}}(0)]$ averages to zero due to oscillating phase. Using (7.6.54), we obtain
\[
\frac{4\pi}{k} \text{Im} f_{\text{shad}}(0) = \frac{4\pi}{k} \text{Im} \left[ \frac{i}{2k} \sum_{l=0}^{kR} (2l + 1) P_l(1) \right] = 2\pi R^2
\] (7.6.61)

which is indeed equal to $\sigma_{\text{tot}}$.

### 7.7. LOW-ENERGY SCATTERING AND BOUND STATES

At low energies—or, more precisely, when $\lambda = 1/k$ is comparable to or larger than the range $R$—partial waves for higher $l$ are, in general, unimportant. This point may be obvious classically because the particle cannot
penetrate the centrifugal barrier; as a result the potential inside has no effect. In terms of quantum mechanics, the effective potential for the \( l \)th partial wave is given by
\[
V_{\text{eff}} = V(r) + \frac{\hbar^2}{2m} \frac{l(l+1)}{r^2}; 
\]
(7.7.1)
unless the potential is strong enough to accommodate \( l \neq 0 \) bound states near \( E = 0 \), the behavior of the radial-wave function is largely determined by the centrifugal barrier term, which means that it must resemble \( j_l(kr) \). More quantitatively, it is possible to estimate the behavior of the phase shift using the integral equation for the partial wave (see Problem 8 of this chapter):
\[
\frac{e^{i\delta_l} \sin \delta_l}{k} = -\frac{2m}{\hbar^2} \int_{0}^{\infty} j_l(kr)V(r) A_l(r) r^2 \, dr. 
\]
(7.7.2)
If \( A_l(r) \) is not too different from \( j_l(kr) \) and \( 1/k \) is much larger than the range of the potential, the right-hand side would vary as \( k^{2l} \); for small \( \delta_l \), the left-hand side must vary as \( \delta_l/k \). Hence, the phase shift \( k \) goes to zero as
\[
\delta_l \approx k^{2l+1} 
\]
(7.7.3)
for small \( k \). This is known as \textbf{threshold behavior}.

It is therefore clear that at low energies with a finite range potential, \( S \)-wave scattering is important.

\textbf{Rectangular Well or Barrier}

To be specific let us consider \( S \)-wave scattering by
\[
V = \begin{cases} 
V_0 = \text{constant} & \text{for } r < R, \\
0 & \text{otherwise} 
\end{cases} \quad \begin{cases} V_0 > 0 \text{ repulsive} \\
V_0 < 0 \text{ attractive} 
\end{cases} 
\]
(7.7.4)
Many of the features we obtain here are common to more-complicated finite range potentials.

We have already seen that the outside-wave function [see (7.6.33) and (7.6.45)] must behave like
\[
e^{i\delta_0}[j_0(kr)\cos \delta_0 - n_0(kr)\sin \delta_0] \approx \frac{e^{i\delta_0}\sin(kr + \delta_0)}{kr}. 
\]
(7.7.5)
The inside solution can also easily be obtained for \( V_0 \) a constant:
\[
u = rA_{l=0}(r) \propto \sin k'r, 
\]
(7.7.6)
with \( k' \) determined by
\[
E - V_0 = \frac{\hbar^2 k'^2}{2m}, 
\]
(7.7.7)
where we have used the boundary condition \( u = 0 \) at \( r = 0 \). In other words,
the inside wave function is also sinusoidal as long as \( E > V_0 \). The curvature of the sinusoidal wave is different than in the free-particle case; as a result the wave function can be pushed in (\( \delta_0 > 0 \)) or pulled out (\( \delta_0 < 0 \)) depending on whether \( V_0 < 0 \) (attractive) or \( V_0 > 0 \) (repulsive), as shown in Figure 7.8. Notice also that (7.7.6) and (7.7.7) hold even if \( V_0 > E \), provided we understand sin to mean sinh—that is, the wave function behaves like

\[
\psi(r) \propto \sinh[\kappa r],
\]  
(7.7.6')

where

\[
\frac{\hbar^2 \kappa^2}{2m} = (V_0 - E).
\]  
(7.7.7')

**FIGURE 7.8** Plot of \( u(r) \) versus \( r \). (a) For \( V = 0 \) (dashed line). (b) For \( V_0 < 0 \), \( \delta_0 > 0 \) with the wave function (solid line) pushed in. (c) For \( V_0 > 0 \), \( \delta_0 < 0 \) with the wave function (solid line) pulled out.
We now concentrate on the attractive case and imagine that the magnitude of $V_0$ is increased. Increased attraction will result in a wave function with a larger curvature. Suppose the attraction is such that the interval $[0, R]$ just accommodates one-fourth cycle of the sinusoidal wave. Working in the low energy $kR \ll 1$ limit, the phase shift is now $\delta_0 = \pi/2$, and this results in a maximal $S$-wave cross section for a given $k$ because $\sin^2 \delta_0$ is unity. Now increase the well depth $V_0$ even further. Eventually the attraction is so strong that one-half cycle of the sinusoidal wave can be fitted within the range of the potential. The phase shift $\delta_0$ is now $\pi$; in other words, the wave function outside $R$ is $180^\circ$ out of phase compared to the free-particle-wave function. What is remarkable is that the partial cross section vanishes ($\sin^2 \delta_0 = 0$),

$$\sigma_{l=0} = 0,$$  \hspace{1cm} (7.7.8)

despite the very strong attraction of the potential. In addition, if the energy is low enough for $l \neq 0$ waves still to be unimportant, we then have an almost-perfect transmission of the incident wave. This kind of situation, known as the Ramsauer-Townsend effect, is actually observed experimentally for scattering of electrons by such rare gases as argon, krypton, and xenon. This effect was first observed in 1923 prior to the birth of wave mechanics and was considered to be a great mystery. Note the typical parameters here are $R \approx 2 \times 10^{-8}$ cm for electron kinetic energy of order $0.1$eV, leading to $kR \approx 0.324$.

**Zero-Energy Scattering and Bound States**

Let us consider scattering at extremely low energies ($k \approx 0$). For $r > R$ and for $l = 0$, the outside radial-wave function satisfies

$$\frac{d^2 u}{dr^2} = 0.$$  \hspace{1cm} (7.7.9)

The obvious solution to (7.7.9) is

$$u(r) = \text{constant}(r - a),$$  \hspace{1cm} (7.7.10)

just a straight line! This can be understood as an infinitely long wavelength limit of the usual expression for the outside-wave function [see (7.6.37) and (7.6.45)],

$$\lim_{k \to 0} \sin (kr + \delta_0) = \lim_{k \to 0} \left[k\left(r + \frac{\delta_0}{k}\right)\right],$$  \hspace{1cm} (7.7.11)

which looks like (7.7.10). We have

$$\frac{u'}{u} = k \cot \left[k\left(r + \frac{\delta_0}{k}\right)\right] \to \frac{1}{r - a}.$$  \hspace{1cm} (7.7.12)

Setting $r = 0$ [even though at $r = 0$, (7.7.10) is not the true wave function], we obtain

$$\lim_{k \to 0} k \cot \delta_0 \to -\frac{1}{a}.$$  \hspace{1cm} (7.7.13)
The quantity \( a \) is known as the **scattering length**. The limit of the total cross section as \( k \to 0 \) is given by [see (7.6.16)]

\[
\sigma_{\text{tot}} = \sigma_{I=0} = 4\pi \lim_{k \to 0} \left| \frac{1}{k \cot \delta_0 - ik} \right|^2 = 4\pi a^2. \tag{7.7.14}
\]

Even though \( a \) has the same dimension as the range of the potential \( R \), \( a \) and \( R \) can differ by orders of magnitude. In particular, for an attractive potential, it is possible for the magnitude of the scattering length to be far greater than the range of the potential. To see the physical meaning of \( a \), we note that \( a \) is nothing more than the intercept of the outside-wave function. For a repulsive potential, \( a > 0 \) and is roughly of order of \( R \), as seen in Figure 7.9a. However, for an attractive potential, the intercept is on the negative side (Figure 7.9b). If we *increase* the attraction, the outside-wave function can again cross the \( r \)-axis on the positive side (Figure 7.9c).

The sign change resulting from increased attraction is related to the development of a bound state. To see this point quantitatively, we note from Figure 7.9c that for \( a \) very large and positive, the wave function is essentially flat for \( r > R \). But (7.7.10) with \( a \) very large is not too different from \( e^{-kr} \) with \( \kappa \) essentially zero. Now \( e^{-kr} \) with \( \kappa \approx 0 \) is just a bound-state-wave function for \( r > R \) with energy \( E \) infinitesimally negative. The inside-wave function \((r < R)\) for the \( E = 0^+ \) case (scattering with zero kinetic energy) and the \( E = 0^- \) case (bound state with infinitesimally small binding energy) are essentially the same because in both cases \( k' \) in \( \sin k'r \) [(7.7.6)] is determined by

\[
\frac{\hbar^2 k^2}{2m} = E - V_0 \approx |V_0| \tag{7.7.15}
\]

with \( E \) infinitesimal (positive or negative).

Because the inside-wave functions are the same for the two physical situations \((E = 0^+ \text{ and } E = 0^-)\), we can equate the logarithmic derivative of the bound-state-wave function with that of the solution involving zero kinetic-energy scattering,

\[
-\frac{\kappa e^{-kr}}{e^{-kr}} \bigg|_{r = R} = \frac{1}{r - a} \bigg|_{r = R}, \tag{7.7.16}
\]

or, if \( R \ll a \),

\[
\kappa \approx \frac{1}{a}. \tag{7.7.17}
\]

The binding energy satisfies

\[
E_{\text{BE}} = -E_{\text{bound state}} = \frac{\hbar^2 \kappa^2}{2m} \approx \frac{\hbar^2}{2ma^2}, \tag{7.7.18}
\]
and we have a relation between scattering length and bound-state energy. This is a remarkable result. To wit, if there is a loosely bound state, we can infer its binding energy by performing scattering experiments near zero kinetic energy, provided $a$ is measured to be large compared with the range $R$ of the potential. This connection between the scattering length and the bound-state energy was first pointed out by Wigner, who attempted to apply (7.7.18) to $np$-scattering.

Experimentally, the $^3S_1$-state of the $np$-system has a bound state, that is, the deuteron with

$$E_{BE} = 2.22 \text{ MeV}.$$  \hfill (7.7.19)
The scattering length is measured to be
\[ a_{\text{triplet}} = 5.4 \times 10^{-13} \text{ cm}, \quad (7.7.20) \]
leading to the binding-energy prediction
\[
\frac{\hbar^2}{2 \mu a^2} = \frac{\hbar^2}{m_N a^2} = m_N c^2 \left( \frac{\hbar}{m_N ca} \right)^2
\]
\[ = (938 \text{ MeV}) \left( \frac{2.1 \times 10^{-14} \text{ cm}}{5.4 \times 10^{-13} \text{ cm}} \right)^2 = 1.4 \text{ MeV} \quad (7.7.21) \]
where \( \mu \) is the reduced mass approximated by \( m_{n,p}/2 \). The agreement between (7.7.19) and (7.7.21) is not too satisfactory. The discrepancy is due to the fact that the inside-wave functions are not exactly the same and that \( a_{\text{triplet}} \gg R \) is not really such a good approximation for the deuteron. A better result can be obtained by keeping the next term in the expansion of \( k \cot \delta \) as a function of \( k \),
\[ k \cot \delta_0 = -\frac{1}{a} + \frac{1}{2} r_0 k^2, \quad (7.7.22) \]
where \( r_0 \) is known as the effective range (see, for example, Preston 1962, 23).

**Bound States as Poles of \( S_l(k) \)**

We conclude this section by studying the analytic properties of the amplitude \( S_l(k) \) for \( l = 0 \). Let us go back to (7.6.8) and (7.6.12), where the radial wave function for \( l = 0 \) at large distance was found to be proportional to
\[ S_{l=0}(k) \frac{e^{ikr}}{r} - \frac{e^{-ikr}}{r}. \quad (7.7.23) \]
Compare this with the wave function for a bound state at large distance,
\[ \frac{e^{-kr}}{r}. \quad (7.7.24) \]
The existence of a bound state implies that a nontrivial solution to the Schrödinger equation with \( E < 0 \) exists only for a particular (discrete) value of \( \kappa \). We may argue that \( e^{-kr}/r \) is like \( e^{ikr}/r \), except that \( k \) is now purely imaginary. Apart from \( k \) being imaginary, the important difference between (7.7.23) and (7.7.24) is that in the bound-state case, \( e^{-kr}/r \) is present even without the analogue of the incident wave. Quite generally only the ratio of the coefficient of \( e^{ikr}/r \) to that of \( e^{-ikr}/r \) is of physical interest, and this is given by \( S_l(k) \). In the bound-state case we can sustain the outgoing wave (with imaginary \( k \)) even without an incident wave. So the ratio is \( \infty \), which means that \( S_{l=0}(k) \), regarded as a function of a complex variable \( k \), has a
pole at $k = i\kappa$. Thus a bound state implies a pole (which can be shown to be a simple pole) on the positive imaginary axis of the complex $k$-plane; see Figure 7.10. For $k$ real and positive, we have the region of physical scattering. Here we must require [compare with (7.6.14)]

$$S_{l=0} = e^{2i\delta_0}$$  \hspace{1cm} (7.7.25)

with $\delta_0$ real. Furthermore, as $k \to 0$, $k \cot \delta_0$ has a limiting value $-1/a$ [(7.7.13)], which is finite, so $\delta_0$ must behave as follows:

$$\delta_0 \to 0, \pm \pi, \ldots.$$  \hspace{1cm} (7.7.26)

Hence $S_{l=0} = e^{2i\delta_0} \to 1$ as $k \to 0$.

Now let us attempt to construct a simple function satisfying:

1. Pole at $k = i\kappa$ (existence of bound state).
2. $|S_{l=0}| = 1$ for $k > 0$ real (unitarity).  \hspace{1cm} (7.7.27)
3. $S_{l=0} = 1$ at $k = 0$ (threshold behavior).

The simplest function that satisfies all three conditions of (7.7.27) is

$$S_{l=0}(k) = \frac{-k - i\kappa}{k - i\kappa}.$$  \hspace{1cm} (7.7.28)

[Editor's Note: Equation (7.7.28) is chosen for simplicity rather than as a physically realistic example. For reasonable potentials (not hard spheres!) the phase shift vanishes as $k \to \infty$.]

An assumption implicit in choosing this form is that there is no other singularity that is important apart from the bound-state pole. We can then use (7.6.15) to obtain, for $f_{l=0}(k)$,

$$f_{l=0} = \frac{S_{l=0} - 1}{2ik} = \frac{1}{-\kappa - ik}.$$  \hspace{1cm} (7.7.29)

Comparing this with (7.6.16),

$$f_{l=0} = \frac{1}{k \cot \delta_0 - ik'}$$  \hspace{1cm} (7.7.30)
we see that

\[
\lim_{k \to 0} k \cot \delta_0 = -\frac{1}{a} = -\kappa, \quad (7.7.31)
\]

precisely the relation between bound state and scattering length [(7.7.17)].

It thus appears that by exploiting unitarity and analyticity of \( S_k(k) \) in the \( k \)-plane, we may obtain the kind of information that can be secured by solving the Schrödinger equation explicitly. This kind of technique can be very useful in problems where the details of the potential are not known.

**7.8. RESONANCE SCATTERING**

In atomic, nuclear, and particle physics, we often encounter a situation where the scattering cross section for a given partial wave exhibits a pronounced peak. This section is concerned with the dynamics of such a resonance.

We continue to consider a finite-ranged potential \( V(r) \). The effective potential appropriate for the radial wave function of the \( l \)th partial wave is \( V(r) \) plus the centrifugal barrier term as given by (7.7.1). Suppose \( V(r) \) itself is attractive. Because the second term,

\[
\frac{\hbar^2}{2m} \frac{l(l+1)}{r^2}
\]

is repulsive, we have a situation where the effective potential has an attractive well followed by a repulsive barrier at larger distances, as shown in Figure 7.11.

Suppose the barrier were infinitely high. It would then be possible for particles to be trapped inside, which is another way of saying that we expect bound states, with energy \( E > 0 \). They are genuine bound states in the sense that they are eigenstates of the Hamiltonian with definite values of \( E \). In other words, they are stationary states with infinite lifetime.

![Figure 7.11.](image)

**FIGURE 7.11.** \( V_{\text{eff}} = V(r) + (\hbar^2/2m)(l(l+1)/r^2) \) versus \( r \). For \( l \neq 0 \) the barrier can be due to \((\hbar^2/2m)(l(l+1)/r^2)\); for \( l = 0 \) barrier must be due to \( V \) itself.
In the more realistic case of a finite barrier, the particle can be trapped inside, but it cannot be trapped forever. Such a trapped state has a finite lifetime due to quantum-mechanical tunneling. In other words, a particle leaks through the barrier to the outside region. Let us call such a state **quasi-bound state** because it would be an honest bound state if the barrier were infinitely high.

The corresponding scattering phase shift $\delta_l$ rises through the value $\pi/2$ as the incident energy rises through that of the quasi-bound state, and at the same time the corresponding partial-wave cross section passes through its maximum possible value $4\pi(2l + 1)/k^2$. [Editor's Note: Such a sharp rise in the phase shift is, in the time-dependent Schrödinger equation, associated with a delay of the emergence of the trapped particles, rather than an unphysical advance, as would be the case for a sharp decrease through $\pi/2$.]

It is instructive to verify this point with explicit calculations for some known potential. The result of a numerical calculation shows that a resonance behavior is in fact possible for $l \neq 0$ with a spherical-well potential.

**FIGURE 7.12.** Plots of (a) $\sigma_{l=3}$ versus $k$, where at resonance $\delta_3(k_{res}) = \pi/2$ and $\sigma_{l=3} = (4\pi/k_{res}^2) \times 7 = 28\pi/k_{res}^2$ and (b) $\delta_3 (k)$ versus $k$. The curves are for a spherical well with $2mV_0 R^2 / \hbar^2 = 5.5$. 
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To be specific we show the results for a spherical well with \(2mV_0R^2/\hbar^2 = 5.5\) and \(l = 3\) in Figure 7.12. The phase shift (Figure 7.12b), which is small at extremely low energies, starts increasing rapidly past \(k = 1/R\), and goes through \(\pi/2\) around \(k = 1.3/R\).

Another very instructive example is provided by a repulsive \(\delta\)-shell potential that is exactly soluble (see Problem 9 in this chapter):

\[
\frac{2m}{\hbar^2} V(r) = \gamma \delta(r - R). \tag{7.8.1}
\]

Here resonances are possible for \(l = 0\) because the \(\delta\)-shell potential itself can trap the particle in the region \(0 < r < R\). For the case \(\gamma = \infty\), we expect a series of bound states in the region \(r < R\) with

\[
kR = \pi, 2\pi, \ldots; \tag{7.8.2}
\]

this is because the radial wave function for \(l = 0\) must vanish not only at \(r = 0\) but also at \(r = R\) — in this case. For the region \(r > R\), we simply have hard-sphere scattering with the \(S\)-wave phase shift, given by

\[
\delta_0 = -kR. \tag{7.8.3}
\]

With \(\gamma = \infty\), there is no connection between the two problems because the wall at \(r = R\) cannot be penetrated.

The situation is more interesting with a finite barrier, as we can show explicitly. The scattering phase shift exhibits a resonance behavior whenever

\[
E_{\text{incident}} = E_{\text{quasi-bound state}}. \tag{7.8.4}
\]

Moreover, the larger the \(\gamma\), the sharper the resonance peak. However, away from the resonance \(\delta_0\) looks very much like the hard-sphere phase shift. Thus we have a situation in which a resonance behavior is superimposed on a smoothly behaving background scattering. This serves as a model for neutron-nucleus scattering, where a series of sharp resonance peaks are observed on top of a smoothly varying cross section.

Coming back to our general discussion of resonance scattering, we ask how the scattering amplitudes vary in the vicinity of the resonance energy. If we are to have any connection between \(\sigma_l\) being large and the quasi-bound states, \(\delta_l\) must go through \(\pi/2\) (or \(3\pi/2, \ldots\)) from below, as discussed above. In other words cot \(\delta_l\) must go through zero from above. Assuming that cot \(\delta_l\) is smoothly varying near the vicinity of resonance, that is,

\[
E \approx E_r, \tag{7.8.5}
\]

we may attempt to expand cot \(\delta_l\) as follows:

\[
\cot \delta_l = \underbrace{\cot \delta_l|_{E=E_r}}_{0} - c(E - E_r) + 0[(E - E_r)^2]. \tag{7.8.6}
\]
This leads to

\[ f_l(k) = \frac{1}{k \cot \delta_l - ik} - \frac{1}{k \left[ -E - \frac{i\Gamma}{2} \right]} \]

\[ = -\frac{\Gamma/2}{k \left[ (E - E_r) + \frac{i\Gamma}{2} \right]} , \tag{7.8.7} \]

where we have defined the width \( \Gamma \) by

\[ \frac{d(\cot \delta_l)}{dE} \bigg|_{E=E_r} = -c \equiv -\frac{2}{\Gamma} \quad \tag{7.8.8} \]

Notice that \( \Gamma \) is very small if \( \cot \delta_l \) varies rapidly. If a simple resonance dominates the \( l \)th partial-wave cross section, we obtain a one-level resonance formula (the Breit-Wigner formula):

\[ \sigma_l = \frac{4\pi}{k^2} \frac{(2l+1)(\Gamma/2)^2}{(E - E_r)^2 + \Gamma^2/4} . \tag{7.8.9} \]

So it is legitimate to regard \( \Gamma \) as the full width at half-maximum, provided the resonance is reasonably narrow so that variation in \( 1/k^2 \) can be ignored.

## 7.9. IDENTICAL PARTICLES AND SCATTERING

As an example to illustrate the phase of the scattering amplitude, let us consider the scattering of two identical spinless charged particles via the Coulomb potential (which we discuss further in Section 7.13). The space-wave function must now be symmetric, so the asymptotic wave function must look like

\[ e^{ik \cdot \mathbf{x}} + e^{-ik \cdot \mathbf{x}} + \left[ f(\theta) + f(\pi - \theta) \right] \frac{e^{ikr}}{r} , \tag{7.9.1} \]

where \( \mathbf{x} = \mathbf{x}_1 - \mathbf{x}_2 \) is the relative position vector between the two particles 1 and 2. This results in a differential cross section,

\[ \frac{d\sigma}{d\Omega} = |f(\theta) + f(\pi - \theta)|^2 \]

\[ = |f(\theta)|^2 + |f(\pi - \theta)|^2 + 2 \text{Re}\left[ f(\theta) f^*(\pi - \theta) \right] . \tag{7.9.2} \]

The cross section is enhanced through constructive interference at \( \theta \approx \pi/2 \).

In contrast, for spin \( \frac{1}{2} \)-spin \( \frac{1}{2} \) scattering with unpolarized beam and \( V \) independent of spin, we have the spin-singlet scattering going with space-symmetrical function and the spin triplet going with space-antisymmetrical wave function (see Section 6.3). If the initial beam is unpolarized,
we have the statistical contribution \( \frac{1}{4} \) for spin singlet and \( \frac{3}{4} \) for spin triplet; hence

\[
\frac{d\sigma}{d\Omega} = \frac{1}{4} |f(\theta) + f(\pi - \theta)|^2 + \frac{3}{4} |f(\theta) - f(\pi - \theta)|^2 \\
= |f(\theta)|^2 + |f(\pi - \theta)|^2 - \text{Re}[f(\theta)f^*(\pi - \theta)].
\] (7.9.3)

In other words, we expect destructive interference at \( \theta = \pi/2 \). This has, in fact, been observed.

### 7.10. Symmetry Considerations in Scattering

Suppose \( V \) and \( H_0 \) are both invariant under some symmetry operation. We may ask what this implies for the matrix element of \( T \) or for the scattering amplitude \( f(k',k) \).

If the symmetry operator is unitary (for example, rotation and parity), everything is quite straightforward. Using the explicit form of \( T \) as given by (7.2.20), we see that

\[
UH_0U^\dagger = H_0, \quad UVU^\dagger = V
\] (7.10.1)

implies that \( T \) is also invariant under \( U \)—that is,

\[
UTU^\dagger = T.
\] (7.10.2)

We define

\[
|\tilde{k}\rangle \equiv U|k\rangle, \quad |\tilde{k}'\rangle \equiv U|k'\rangle.
\] (7.10.3)

Then

\[
\langle \tilde{k}'|T|\tilde{k}\rangle = \langle k'|U^\daggerUTU^\daggerU|k\rangle \\
= \langle k'|T|k\rangle.
\] (7.10.4)

As an example, we consider the specific case where \( U \) stands for the parity operator

\[
\pi|k\rangle = |-k\rangle, \quad \pi|-k\rangle = |k\rangle.
\] (7.10.5)

Thus invariance of \( H_0 \) and \( V \) under parity would mean

\[
\langle -k'|T|-k\rangle = \langle k'|T|k\rangle.
\] (7.10.6)

Pictorially, we have the situation illustrated in Figure 7.13a.

We exploited the consequence of angular-momentum conservation when we developed the method of partial waves. The fact that \( T \) is diagonal in the \( |Elm\rangle \) representation is a direct consequence of \( T \) being invariant under rotation. Notice also that \( \langle k'|T|k\rangle \) depends only on the relative orientation of \( k \) and \( k' \), as depicted in Figure 7.13b.

When the symmetry operation is antiunitary (as in time reversal), we must be more careful. First, we note that the requirement that \( V \) as well as
$H_0$ be invariant under time reversal invariance requires that

$$\Theta T \Theta^{-1} = T^\dagger.$$  \hfill (7.10.7)

This is because the antiunitary operator changes

$$\frac{1}{E - H_0 + i\varepsilon} \text{ into } \frac{1}{E - H_0 - i\varepsilon}$$  \hfill (7.10.8)

in (7.2.20). We also recall that for an antiunitary operator [see (4.4.11)],

$$\langle \beta | \alpha \rangle = \langle \tilde{\alpha} | \tilde{\beta} \rangle,$$  \hfill (7.10.9)

where

$$|\tilde{\alpha} \rangle \equiv \Theta |\alpha \rangle \text{ and } |\tilde{\beta} \rangle \equiv \Theta |\beta \rangle.$$  \hfill (7.10.10)

Let us consider

$$|\alpha \rangle = T |\mathbf{k} \rangle, \quad \langle \beta | = \langle \mathbf{k}' |;$$  \hfill (7.10.11)

then

$$|\tilde{\alpha} \rangle = \Theta T |\mathbf{k} \rangle = \Theta T \Theta^{-1} \Theta |\mathbf{k} \rangle = T^\dagger | - \mathbf{k} \rangle$$

$$|\tilde{\beta} \rangle = \Theta |\mathbf{k} \rangle = | - \mathbf{k}' \rangle.$$  \hfill (7.10.12)

As a result (7.10.9) becomes

$$\langle \mathbf{k} | T |\mathbf{k} \rangle = \langle - \mathbf{k} | T | - \mathbf{k}' \rangle.$$  \hfill (7.10.13)

Notice that the initial and final momenta are interchanged, in addition to the fact that the directions of the momenta have been reversed.

It is also interesting to combine the requirements of time reversal [(7.10.13)] and parity [(7.10.6)]:

$$\langle \mathbf{k}' | T |\mathbf{k} \rangle \under{\Theta} = \langle - \mathbf{k} | T | - \mathbf{k}' \rangle \under{\pi} = \langle \mathbf{k} | T |\mathbf{k}' \rangle;$$  \hfill (7.10.14)

that is, from (7.2.19) and (7.2.22) we have

$$f(k,k') = f(k',k),$$  \hfill (7.10.15)
which results in
\[
\frac{d\sigma}{d\Omega}(k \to k') = \frac{d\sigma}{d\Omega}(k' \to k). \tag{7.10.16}
\]

Equation (7.10.16) is known as **detailed balance**.

It is more interesting to look at the analogue of (7.10.14) when we have spin. Here we may characterize the initial free-particle ket by \(|k, m_s\rangle\), and we exploit (4.4.79) for the time-reversal portion:
\[
\langle k', m'_s | T | k, m_s \rangle = i^{-2m_s + 2m'_s} \langle -k, -m_s | T | -k', -m'_s \rangle \\
= i^{-2m_s + 2m'_s} \langle k, -m_s | T | k', -m'_s \rangle. \tag{7.10.17}
\]

For unpolarized initial states, we sum over the initial spin states and divide by \((2s + 1)\); if the final polarization is not observed, we must sum over final states. We then obtain detailed balance in the form
\[
\overline{\frac{d\sigma}{d\Omega}}(k \to k') = \frac{d\sigma}{d\Omega}(k' \to k), \tag{7.10.18}
\]

where we understand the bar on the top of \(d\sigma/d\Omega\) in (7.10.18) to mean that we average over the initial spin states and sum over the final spin states.

7.11. TIME-DEPENDENT FORMULATION OF SCATTERING

Our discussion of scattering so far has been based on the time-independent formulation. It is also possible to develop a formalism of scattering based on the time-dependent Schrödinger equation. We show that this formalism leads to the same Lippmann-Schwinger equation, (7.1.6).

In the time-dependent formulation we conceive of a scattering process as a change in the state ket from a free-particle ket to a state ket influenced by the presence of the potential \(V\). The basic equation of motion is
\[
\left( i\hbar \frac{\partial}{\partial t} - H_0 \right) |\psi; t\rangle = V|\psi; t\rangle, \tag{7.11.1}
\]

where \(|\psi; t\rangle\) is the time-dependent Schrödinger ket in the presence of \(V\). The boundary condition appropriate for the scattering problem is that in the remote past \((t \to -\infty)\), the particle was free. This requirement is automatically accomplished if we turn on the potential adiabatically—that is, very slowly—as in Section 5.8:
\[
V \to \lim_{\eta \to 0} V e^{\eta t}. \tag{7.11.2}
\]

Just as the partial differential equation with an inhomogeneous term is solved by introducing a Green's function [see (7.1.18)], the operator
Schrödinger equation (7.11.1) is solved by introducing the Green's operator $G_+(t, t')$ satisfying
\[
\left( i\hbar \frac{\partial}{\partial t} - H_0 \right) G_+(t, t') = \delta(t - t'). \tag{7.11.3}
\]
The causality requirement we impose on $G_+$ is that the interaction of a particle at $t'$ has an effect only for $t > t'$. We therefore impose the retarded boundary condition
\[
G_+(t, t') = 0 \quad \text{for} \quad t < t'. \tag{7.11.4}
\]
We claim that the solution to (7.11.3) and (7.11.4) is
\[
G_+(t, t') = -\frac{i}{\hbar} \theta(t - t') e^{-iH_0(t-t')/\hbar}. \tag{7.11.5}
\]
For $t > t'$, a constant times $e^{-iH_0(t-t')/\hbar}$ clearly satisfies the differential equation (7.11.3) because the $\delta$-function on the right-hand side is inoperative. For $t < t'$, we obviously have the desired condition (7.11.4) because $G_+(t, t')$ here is identically zero. At $t = t'$, we note that there is an extra contribution due to the discontinuity of the $\theta$-function that just balances the right-hand side of (7.11.3):
\[
i\hbar \frac{\partial}{\partial t} \left[ -\frac{i}{\hbar} \theta(t - t') \right] = \delta(t - t'). \tag{7.11.6}
\]
The solution to the full problem can now be written as follows:
\[
|\psi^{(+)}; t\rangle = |\phi; t\rangle + \int_{-\infty}^{+\infty} G_+(t, t') V |\psi^{(+)}; t'\rangle \, dt', \tag{7.11.7}
\]
where
\[
\left( i\hbar \frac{\partial}{\partial t} - H_0 \right) |\phi; t\rangle = 0 \tag{7.11.8}
\]
and the upper limit of the integration in (7.11.7) may as well be $t$ because $G_+$ vanishes for $t' > t$. As $t \to -\infty$, $|\psi^{(+)}; t\rangle$ coincides with $|\phi; t\rangle$ just as required; this is because $G_+(t, t')$ vanishes as $t \to -\infty$ for any finite value of $t'$. To see that (7.11.7) satisfies the $t$-dependent Schrödinger equation (7.11.1), we merely apply the operator $[i\hbar(\partial/\partial t) - H_0]$ to $|\psi^{(+)}; t\rangle$. The $|\phi; t\rangle$ ket makes no contribution; as for its effect on the second term, $[i\hbar(\partial/\partial t) - H_0]$ acting on $G_+$ just gives $\delta(t - t')$, by means of which the integration is immediately evaluated to be $V|\psi^{(+)}; t\rangle$.

So far we have not even required $|\psi^{(+)}; t\rangle$ to be an energy eigenket. If it is, we can separate the time dependence as usual:
\[
|\phi; t\rangle = |\phi\rangle e^{-iEt/\hbar}
\]
\[
|\psi; t\rangle = |\psi\rangle e^{-iEt/\hbar}. \tag{7.11.9}
\]
Here there is the implicit assumption that $E$ does not change if $V$ is
switched on adiabatically according to (7.11.2). Equations (7.11.5) and (7.11.7), evaluated at \( t = 0 \), now yield

\[
|\psi^{(+)}\rangle = |\phi\rangle - \frac{i}{\hbar} \int_{-\infty}^{0} dt' e^{iH_0t'/\hbar} e^{-iEt'/\hbar} V |\psi^{(+)}\rangle.
\]  
(7.11.10)

The integral may appear to oscillate indefinitely. However, we recall that \( V \) is really to be understood as \( Ve^{\eta t} \). As a result, the time integration is straightforward:

\[
|\psi^{(+)}\rangle = |\phi\rangle - \frac{i}{\hbar} \lim_{t'' \to -\infty} \int_{t''}^{0} dt' e^{i(H_0 - E - i\eta \hbar)t'/\hbar} V |\psi^{(+)}\rangle
= |\phi\rangle - \frac{1}{H_0 - E - i\eta \hbar} \left[ 1 - \lim_{t'' \to -\infty} e^{i(H_0 - E)/\hbar + \eta \hbar t''} \right] V |\psi^{(+)}\rangle.
\]  
(7.11.11)

But as \( t'' \to -\infty \), this is just the Lippmann-Schwinger equation (7.1.6).

The reader should note carefully how the \( ie \) prescription appears in the two formalisms. Earlier, using the time-independent formalism we saw that the choice of positive sign of the \( ie \)-term (see Section 7.1) corresponds to the statement that the scatterer affects only outgoing spherical waves. In the \( t \)-dependent formulation presented here, the presence of \( ie \) (\( \epsilon = \eta \hbar \)) in (7.11.11) arises from the requirement that the particle was free in the remote past.

One may argue that the slow switch-on of the potential (7.11.2) on which we have relied is somewhat artificial. But let us suppose that we are using a wave-packet formalism to describe scattering. When the wave packet is well outside the range of the potential, it does not matter whether the potential is zero or finite. In particular, \( V \) may be zero in the remote past, which then leads to no difficulty.

### Connection With Time-Dependent Perturbation Theory

Inasmuch as scattering can be discussed using the time-dependent formulation, which is based on the time-dependent Schrödinger equation (7.11.1), we should be able to apply an approximation scheme based on (7.11.1). In particular we should be able to deploy the methods of time-dependent perturbation theory developed earlier in Section 5.6 to the scattering problem—provided, of course, the potential can be regarded as weak in some sense.

First we will show how the golden rule can be applied to compute \( d\sigma/d\Omega \), leading to the results of the Born approximation of Section 7.2.

We assume in the remote past that the state ket is represented by a momentum eigenket \( |k\rangle \). When the interaction is slowly switched on, as in (7.11.2), momentum eigenkets other than \( |k\rangle \)—for example, \( |k'\rangle \)—are
populated. As we have seen (see Section 5.6), the transition probability is (to first order) evaluated in the following manner. First we write
\[ \langle k'| U_I^{(1)}(t, -\infty)|k \rangle = -\frac{i}{\hbar} \int_{-\infty}^{t'} \langle k'| V_I(t') |k \rangle dt', \] (7.11.12)
where \( V_I(t') = e^{iH_0 t'/\hbar} V e^{-iH_0 t'/\hbar} e^{\eta t'} \) and \( E_k = \hbar^2 k^2/2m \). The transition probability of finding \( |k' \rangle \) at time \( t \) is then
\[ |\langle k'| U_I^{(1)}(t, -\infty)|k \rangle|^2 = \frac{\langle k'| V|k \rangle^2}{\hbar^2} \frac{e^{2\eta t}}{\left[(E_k - E_{k'})^2/\hbar^2 + \eta^2 \right]}. \] (7.11.13)
As \( \eta \to 0 \) (\( t \) finite), the transition rate is just what we expect from the golden rule:
\[ \frac{d}{dt} |\langle k'| U_I^{(1)}(t, -\infty)|k \rangle|^2 = \frac{2\pi}{\hbar} |\langle k'| V|k \rangle|^2 \delta(E_k - E_{k'}), \] (7.11.14)
where we have used (5.8.5). Note that the right-hand side of (7.11.14) is independent of \( t \).

It is important here to review the normalization conventions used for plane-wave states. In Section 1.7 we used the \( \delta \)-function normalization
\[ \langle k'| k \rangle = \delta^{(3)}(k - k'). \] (7.11.15)
The completeness relation is then written as
\[ 1 = \int d^3k |k\rangle \langle k|. \] (7.11.16)
In applying \( t \)-dependent perturbation theory to scattering processes, it is more helpful to use box normalization,
\[ \langle k'| k \rangle = \delta_{k',k}, \] (7.11.17)
where the allowed values for \( k \) are given by
\[ k_{x,y,z} = \frac{2\pi n_{x,y,z}}{L}. \] (7.11.18)
The wave function is given by
\[ \langle x|k \rangle = \frac{1}{L^{3/2}} e^{i k \cdot x}, \] (7.11.19)
instead of \([1/(2\pi)^{3/2}] e^{i k \cdot x}\). The completeness relation is
\[ 1 = \sum_k |k\rangle \langle k|, \] (7.11.20)
but for a very large box we might as well treat the variables \( k_{x,y,z} \) as
continuous, so
\[
1 = \left( \frac{L}{2\pi} \right)^3 \int d^3k |k\rangle \langle k|.
\] (7.11.21)

This looks like (7.11.16) except for the presence of \((L/2\pi)^3\). A very useful relation that enables us to go from the \(\delta\)-function normalization convention to that of box normalization is
\[
(2\pi)^3 \langle k' | V | k \rangle \Big|_{\text{normalization}} = L^3 \langle k' | V | k \rangle \Big|_{\text{box normalization}}
\] (7.11.22)
as the reader may easily verify by inserting a complete set of states in the position representation.

The box normalization is very convenient for evaluating the density of states. For this reason it is used more often in a treatment of scattering based on time-dependent perturbation theory. Thus if we are interested in scattering into the solid angle \(d\Omega\), the relevant formula is
\[
n^2 \sin d\Omega = \left( \frac{L}{2\pi} \right)^3 \frac{km}{\hbar^2} dE d\Omega
\] (7.11.23)
[see (5.7.31)].

Coming back to scattering, which we view as a transition rate \(w\) from \(|k\rangle\) into a group of states \(|k'\rangle\) subtending the solid-angle element \(d\Omega\), we have \(w\) given by (for elastic scattering \(k' = k\))
\[
w = \frac{2\pi}{\hbar} |\langle k' | V | k \rangle|^2 \left( \frac{L}{2\pi} \right)^3 \frac{km}{\hbar^2} \sin d\Omega
\] (7.11.24)
from the golden rule (5.6.34) and (7.11.14). This must be equated to
\[
(\text{Incident flux}) \times \frac{d\sigma}{d\Omega} \ d\Omega.
\] (7.11.25)
As for the incident flux, we obtain [from \(j = (\hbar/m)\text{Im}(\psi^* \nabla \psi)\)]
\[
|j| = \frac{\hbar}{m} \left| \text{Im}\left( \frac{e^{-ik' \cdot x}}{L^{3/2}} \nabla \frac{e^{ik \cdot x}}{L^{3/2}} \right) \right| = \frac{\hbar k}{mL^3}.
\] (7.11.26)
Alternatively, incident flux = velocity/volume = \(\hbar k / mL^3\). Putting everything together
\[
\frac{d\sigma}{d\Omega} = \left( \frac{mL^3}{\hbar k} \right) \left( \frac{2\pi}{\hbar} \right) \left( \frac{L}{2\pi} \right)^3 \frac{km}{\hbar^2} \left| \frac{1}{L^3} \int d^3x V(x) e^{i(k-k') \cdot x} \right|^2
\]
\[
= \left| \frac{1}{4\pi} \frac{2m}{\hbar^2} \int d^3x V(x) e^{i(k-k') \cdot x} \right|^2.
\] (7.11.27)

But this is precisely the result of the first-order Born approximation [(7.2.22)]. Higher-order Born terms can be obtained in a similar manner.
To sum up, the time-dependent formulation based on the time-dependent Schrödinger equation ([7.11.1]) enables us to derive easily the results we obtained earlier using the time-independent formalism—the Lippmann-Schwinger equation, the Born approximation, and so on. Furthermore, it turns out that the time-dependent formalism is more suitable for discussing more-general reaction processes other than elastic scattering. As a concrete example to illustrate this point, we now turn to a discussion of the inelastic scattering of electrons by atoms.

7.12. INELASTIC ELECTRON-ATOM SCATTERING

Let us consider the interactions of electron beams with atoms assumed to be in their ground states. The incident electron may get scattered elastically with final atoms unexcited:

\[ e^- + \text{atom (ground state)} \rightarrow e^- + \text{atom (ground state)}. \]  

(7.12.1)

This is an example of elastic scattering. To the extent that the atom can be regarded as infinitely heavy, the kinetic energy of the electron does not change. It is also possible for the target atom to get excited:

\[ e^- + \text{atom (ground state)} \rightarrow e^- + \text{atom (excited state)}. \]  

(7.12.2)

In this case we talk about inelastic scattering because the kinetic energy of the final outgoing electron is now less than that of the initial incoming electron, the difference being used to excite the target atom.

The initial ket of the electron plus the atomic system is written as

\[ |k, 0\rangle \]  

(7.12.3)

where \( k \) refers to the wave vector of the incident electron and 0 stands for the atomic ground state. Strictly speaking (7.12.3) should be understood as the direct product of the incident electron ket \( |k\rangle \) and the ground-state atomic ket \( |0\rangle \). The corresponding wave function is

\[ \frac{1}{L^{3/2}} e^{ik \cdot x} \psi_0(x_1, x_2, \ldots, x_z) \]  

(7.12.4)

where we use the box normalization for the plane wave.

We may be interested in a final-state electron with a definite wave vector \( k' \). The final-state ket and the corresponding wave function are

\[ |k', n\rangle \text{ and } \frac{1}{L^{3/2}} e^{ik' \cdot x} \psi_n(x_1, \ldots, x_z), \]  

(7.12.5)

where \( n = 0 \) for elastic scattering and \( n \neq 0 \) for inelastic scattering.

Assuming that time-dependent perturbation theory is applicable, we can immediately write the differential cross section, as in the previous
section:
\[
\frac{d\sigma}{d\Omega} (0 \to n) = \frac{1}{(\hbar k/m_e L^3)} \frac{2\pi}{\hbar} \left| \langle \mathbf{k}'n | V | \mathbf{k}0 \rangle \right|^2 \left( \frac{L}{2\pi} \right)^3 \left( \frac{k'm_e}{\hbar^2} \right) \\
= \left( \frac{k'}{k} \right) L^6 \frac{1}{4\pi} \frac{2m_e}{\hbar^2} \langle \mathbf{k}' , n | V | \mathbf{k} , 0 \rangle^2.
\] (7.12.6)

Everything is similar, including the cancellation of terms such as \( L^3 \), with one important exception: \( k' = |\mathbf{k}'| \) is not, in general, equal to \( k = |\mathbf{k}| \) for inelastic scattering.

The next question is, What \( V \) is appropriate for this problem? The incident electron can interact with the nucleus, assumed to be situated at the origin; it can also interact with each of the atomic electrons. So \( V \) is to be written as
\[
V = -\frac{Ze^2}{r} + \sum_i \frac{e^2}{|\mathbf{x} - \mathbf{x}_i|}. \quad (7.12.7)
\]

Here complications may arise because of the identity of the incident electron with one of the atomic electrons; to treat this rigorously is a nontrivial task. Fortunately, for a relatively fast electron we can legitimately ignore the question of identity; this is because there is little overlap between the bound-state electron and the incident electron in momentum space. We must evaluate the matrix element \( \langle \mathbf{k}'n|V|\mathbf{k}0 \rangle \), which, when explicitly written, is
\[
\langle \mathbf{k}'n|V|\mathbf{k}0 \rangle = \frac{1}{L^3} \int d^3xe^{i\mathbf{q}\cdot\mathbf{x}} \langle n | -\frac{Ze^2}{r} + \sum_i \frac{e^2}{|\mathbf{x} - \mathbf{x}_i|} |0 \rangle \\
= \frac{1}{L^3} \int d^3xe^{i\mathbf{q}\cdot\mathbf{x}} \prod_i \int d^3x_i \psi_n^*(\mathbf{x}_1,\ldots,\mathbf{x}_z) \left[ -\frac{Ze^2}{r} + \sum_i \frac{e^2}{|\mathbf{x} - \mathbf{x}_i|} \right] \\
\times \psi_0(\mathbf{x}_1,\ldots,\mathbf{x}_z) \quad (7.12.8)
\]
with \( \mathbf{q} = \mathbf{k} - \mathbf{k}' \).

Let us see how to evaluate the matrix element of the first term, \(- Ze^2/r\), where \( r \) actually means \( |\mathbf{x}| \). First we note that this is a potential between the incident electron and the nucleus, which is independent of the atomic electron coordinates. So it can be taken outside the integration
\[
\prod_i \int d^3x_i
\]
in (7.12.8); we simply obtain
\[
\langle n|0 \rangle = \delta_{n0}. \quad (7.12.9)
\]
for the remainder. In other words, this term contributes only to the
elastic-scattering case, where the target atom remains unexcited. In the elastic case we must still integrate \( e^{iq \cdot x}/r \) with respect to \( x \), which amounts to taking the Fourier transform of the Coulomb potential; this can readily be done because we already evaluated in Section 7.2 the Fourier transform of the Yukawa potential [see (7.2.6) in conjunction with (7.2.2)]. Hence
\[
\int d^3x \frac{e^{iq \cdot x}}{r} = \lim_{\mu \to 0} \int d^3xe^{iq \cdot (x - \mu r)} = \frac{4\pi}{q^2}.
\] (7.12.10)

As for the second term in (7.12.8), we can evaluate the Fourier transform of \( 1/|x - x_i| \). We can accomplish this by shifting the coordinate variables \( x \to x + x_i \):
\[
\sum_i \int d^3xe^{iq \cdot x} = \frac{4\pi}{q^2} \sum_i e^{iq \cdot x_i}.
\] (7.12.11)

Notice that this is just the Fourier transform of the Coulomb potential multiplied by the Fourier transform of the electron density due to the atomic electrons situated at \( x_i \):
\[
\rho_{atom}(x) = \sum_i \delta^{(3)}(x - x_i).
\] (7.12.12)

We customarily define the form factor \( F_n(q) \) for excitation \( |0\rangle \) to \( |n\rangle \) as follows:
\[
ZF_n(q) \equiv \langle n| \sum_i e^{iq \cdot x_i}|0\rangle,
\] (7.12.13)

which is made of coherent—in the sense of definite phase relationships—contributions from the various electrons. Notice that as \( q \to 0 \), we have
\[
\frac{1}{Z} \langle n| \sum_i e^{iq \cdot x_i}|0\rangle \to 1
\]
for \( n = 0 \); hence the form factor approaches unity in the elastic-scattering case. For \( n \neq 0 \) (inelastic scattering), \( F_n(q) \to 0 \) as \( q \to 0 \) by orthogonality between \( |n\rangle \) and \( |0\rangle \). We can then write the matrix element in (7.12.8) as
\[
\int d^3xe^{iq \cdot x} \langle n| \left( -\frac{Ze^2}{r} + \sum_i \frac{e^2}{|x - x_i|} \right)|0\rangle = \frac{4\pi Ze^2}{q^2} \left[ -\delta_{n0} + F_n(q) \right]
\] (7.12.14)

We are finally in a position to write the differential cross section for inelastic (or elastic) scattering of electrons by atoms:
\[
\frac{d\sigma}{d\Omega} (0 \to n) = \left( \frac{k'}{k} \right)^2 \left| \frac{1}{4\pi} \frac{2m_e}{\hbar^2} \frac{4\pi Ze^2}{q^2} \left[ -\delta_{n0} + F_n(q) \right] \right|^2
\]
\[
= \frac{4m_e^2 (Ze^2)^2}{\hbar^4 q^4} \left( \frac{k'}{k} \right)^2 \left| -\delta_{n0} + F_n(q) \right|^2.
\] (7.12.15)
For inelastic scattering the $\delta_{n0}$-term does not contribute, and it is customary to write the differential cross section in terms of the Bohr radius,

$$
a_0 = \frac{\hbar^2}{e^2 m_e},
$$

(7.12.16)
as follows:

$$
\frac{d\sigma}{d\Omega} (0 \to n) = 4Z^2a_0^2\left(\frac{k'}{k}\right) \frac{1}{(qa_0)^4} |F_n(q)|^2.
$$

(7.12.17)

Quite often $d\sigma/dq$ is used in place of $d\sigma/d\Omega$; using

$$
q^2 = |\mathbf{k} - \mathbf{k}'|^2 = k^2 + k'^2 - 2kk'\cos \theta
$$

(7.12.18)
and $dq = -d(cos \theta)kk'/q$, we can write

$$
\frac{d\sigma}{dq} = \frac{2\pi q}{kk'} \frac{d\sigma}{d\Omega}.
$$

(7.12.19)

The inelastic cross section we have obtained can be used to discuss stopping power — the energy loss of a charged particle as it goes through matter. A number of people, including H. A. Bethe and F. Bloch, have discussed the quantum-mechanical derivation of stopping power from the point of view of the inelastic-scattering cross section. We are interested in the energy loss of a charged particle per unit length traversed by the incident charged particle. The collision rate per unit length is $N\sigma$, where $N$ is the number of atoms per unit volume; at each collision process the energy lost by the charged particle is $E_n - E_0$. So $dE/dx$ is written as

$$
\frac{dE}{dx} = N \sum \frac{d\sigma}{dq} (0 \to n) \frac{d\sigma}{dq} 
$$

$$
= N \sum (E_n - E_0) \frac{4Z^2}{a_0^2} \int_{q_{max}}^{q_{min}} \frac{k'}{k} \frac{1}{q^3} F_n(q) \frac{2\pi q}{kk'} |F_n(q)|^2 dq
$$

$$
= \frac{8\pi N}{k^2 a_0^2} \sum (E_n - E_0) \int_{q_{min}}^{q_{max}} \left| \langle n| \sum_{i=1}^{z} e^{iq\cdot s_i} |0 \rangle \right|^2 \frac{dq}{q^3}.
$$

(7.12.20)

There are many papers written on how to evaluate the sum in (7.12.20).* The upshot of all this is to justify quantum mechanically Bohr’s 1913 formula for stopping power,

$$
\frac{dE}{dx} = \frac{4\pi NZe^4}{m_e v^2} \ln\left( \frac{2m_e v^2}{I} \right),
$$

(7.12.21)

where $I$ is a semiempirical parameter related to the average excitation

---

*For a relatively elementary discussion, see K. Gottfried (1966) and H. A. Bethe and R. W. Jackiw (1968).
energy \( \langle E_n - E_0 \rangle \). If the charged particle has electric charge \( \pm ze \), we just replace \( Ze^4 \) by \( z^2 Ze^4 \). It is also important to note that even if the projectile is not an electron, the \( m_e \) that appears in (7.12.21) is still the electron mass, not the mass of the charged particle. So the energy loss is dependent on the charge and the velocity of the projectile but is independent of the mass of the projectile. This has an important application to the detection of charged particles.

Quantum mechanically, we view the energy loss of a charged particle as a series of inelastic-scattering processes. At each interaction between the charged particle and an atom, we may imagine that a “measurement” of the position of the charged particle is made. We may wonder why particle tracks in such media as cloud chambers and nuclear emulsions are nearly straight. The reason is that the differential cross section (7.12.17) is sharply peaked at small \( q \); in an overwhelming number of collisions, the final direction of momentum is nearly the same as the incident electron due to the rapid falloff of \( q^{-4} \) and \( F_n(q) \) for large \( q \).

### Nuclear Form Factor

The excitation of atoms due to inelastic scattering is important for \( q \approx 10^9 \text{cm}^{-1} \) to \( 10^{10} \text{ cm}^{-1} \). If \( q \) is too large, the contributions due to \( F_0(q) \) or \( F_n(q) \) drop off very rapidly. At extremely high \( q \), where \( q \) is now of order \( 1/R_{\text{nucleus}} \approx 10^{12} \text{ cm}^{-1} \), the structure of the nucleus becomes important. The Coulomb potential due to the point nucleus must now be replaced by a Coulomb potential due to an extended object,

\[
- \frac{Ze^2}{r} \to -Ze^2 \int \frac{d^3x'N(r')}{|x-x'|}, \tag{7.12.22}
\]

where \( N(r) \) is a nuclear charge distribution, normalized so that

\[
\int d^3x'N(r') = 1. \tag{7.12.23}
\]

The pointlike nucleus can now be regarded as a special case, with

\[
N(r') = \delta^{(3)}(r'). \tag{7.12.24}
\]

We can evaluate the Fourier transform of the right-hand side of (7.12.22) in analogy with (7.12.10) as follows:

\[
Ze^2 \int d^3x \int \frac{d^3x'e^{iq\cdot x}N(r')}{|x-x'|} = Ze^2 \int d^3x'e^{iq\cdot x'}N(r') \int \frac{d^3xe^{iq\cdot x}}{r}
= Ze^2 \frac{4\pi}{q^2} F_{\text{nucleus}}(q) \tag{7.12.25}
\]
where we have shifted the coordinates \( x \rightarrow x + x' \) in the first step and

\[
F_{\text{nucleus}} \equiv \int d^3x e^{i\mathbf{q} \cdot \mathbf{x}} N(r).
\]  

(7.12.26)

We thus obtain the deviation from the Rutherford formula due to the finite size of the nucleus,

\[
\frac{d\sigma}{d\Omega} = (\frac{d\sigma}{d\Omega})_{\text{Rutherford}} |F(q)|^2,
\]  

(7.12.27)

where \((d\sigma/d\Omega)_{\text{Rutherford}}\) is the differential cross section for the electric scattering of electrons by a pointlike nucleus of charge \( Z|e| \). For small \( q \) we have

\[
F_{\text{nucleus}}(q) = \int d^3x \left( 1 + i\mathbf{q} \cdot \mathbf{x} - \frac{1}{2} q^2 r^2 (\hat{\mathbf{q}} \cdot \hat{\mathbf{r}})^2 + \cdots \right) N(r)
\]

\[
= 1 - \frac{1}{6} q^2 \langle r^2 \rangle_{\text{nucleus}} + \cdots.
\]  

(7.12.28)

The \( \mathbf{q} \cdot \mathbf{x} \)-term vanishes because of spherical symmetry, and in the \( q^2 \)-term we have used the fact that the angular average of \( \cos^2 \theta \) (where \( \theta \) is the angle between \( \hat{\mathbf{q}} \) and \( \hat{\mathbf{r}} \)) is just \( \frac{1}{3} \):

\[
\frac{1}{2} \int_{-1}^{+1} d(\cos \theta) \cos^2 \theta = \frac{1}{3}.
\]  

(7.12.29)

The quantity \( \langle r^2 \rangle_{\text{nucleus}} \) is known as the mean square radius of the nucleus. In this way it is possible to "measure" the size of the nucleus and also of the proton, as done by R. Hofstadter and coworkers. In the proton case the spin (magnetic moment) effect is also important.

### 7.13. COULOMB SCATTERING

This last section was not written even in preliminary form by Professor Sakurai, but it was listed as an item he would like to consider for *Modern Quantum Mechanics*. Professor Thomas Fulton of The Johns Hopkins University graciously offered to contribute his own lecture notes on Coulomb scattering for this section in honor of Professor Sakurai's memory. The editor deeply appreciates this gesture of friendship. However, the reader needs to be alerted that there could be stylistic and even notational changes here from the rest of the book.

In this revised edition, the material is somewhat reorganized; the principal results previously obtained are still given in the main text, while the mathematical details are now presented in Appendixes C.1 and C.2.

Much of this material is a slightly expanded version of Gottfried's treatment (Gottfried 1966, pp. 148–153) and uses the notation of this
text. The treatment of Coulomb partial waves is original. The present
discussion of Coulomb scattering differs from the standard treatment (see,
for example, Bohm 1951, and Schiff 1968) by dealing directly with the
asymptotic forms. The differential equation (7.13.7) is the standard form,
which can also be obtained by separating variables in parabolic coordinates.
It can be recognized as the differential equation for the confluent hypergeometric function,* and so the properties of this function (including
asymptotic forms) can be applied to analyse this case. However, the present
alternative approach can pass directly to the asymptotic limit by using
Laplace transforms and complex variable techniques (see Appendixes C.1
and C.2), and thus avoid referring to the detailed properties of the confluent
hypergeometric function. Clearly, this simpler approach, which can be
understood without any reference to material outside the present textbook,
loses information about the scattering wave function at the origin. Thus,
for example, we can say nothing about the Gamow factor, † which is relevant
for the study of many nuclear reaction rates. The interested reader is
therefore encouraged to supplement his knowledge here with reading from
other texts (e.g., Schiff 1968) that deal with the behavior of the Coulomb
wave function at the origin via power series expansion of the associated
confluent hypergeometric function.

**Scattering Solutions of the Hamiltonian of the Coulomb Interaction**

We start with the three-dimensional Schrödinger equation with Coulomb potential

\[
V(r) = \frac{-Z_1 Z_2 e^2}{r}
\]  
(7.13.1)

for a collision between particles of charges \( Z_1 e \) and \(-Z_2 e\), as follows:

\[
\left(-\frac{\hbar^2}{2m} \nabla^2 - \frac{Z_1 Z_2 e^2}{r}\right)\psi(r) = E\psi(r), \quad E > 0
\]  
(7.13.2a)

or

\[
\left(\nabla^2 + k^2 + \frac{2\gamma k}{r}\right)\psi(r) = 0
\]  
(7.13.2b)

where \( m \) is the reduced mass \( m = m_1 m_2 / (m_1 + m_2) \) for the particles \( Z_1 e \)

---

and $-Z_2e$. The $\gamma k$ in (7.13.2b) is given by

$$\gamma k = \frac{Z_1 Z_2 e^2 m}{\hbar^2} \quad \text{or} \quad \gamma = \frac{Z_1 Z_2 e^2}{\hbar c} = \frac{\alpha Z_1 Z_2 e}{\hbar c} = \frac{e^2}{\hbar c} = \frac{1}{137.03608}.$$  

(7.13.3)

Note that $\gamma > 0$ corresponds to attraction. As long as we are interested in a pure Coulomb field, it is possible to write our solution $\psi_k(\mathbf{r})$ to (7.13.2) as

$$\psi_k(\mathbf{r}) = e^{ik \cdot \mathbf{r}} \chi(u)$$

$$u = ik r (1 - \cos \theta) = ik (r - z) = ikw$$  

(7.13.4)

$$\mathbf{k} \cdot \mathbf{r} = kz.$$  

The separation of variables for $\psi_k(\mathbf{r})$ in (7.13.4) is plausible if we recognize (1) that the solution will not involve the azimuthal angle $\phi$ because of the axial symmetry of the problem and (2) since $\psi_k(\mathbf{r})$ represents the complete Coulomb-wave function (incident plus scattered wave), terms must exist in its dominant asymptotic form that contain $e^{ik \cdot \mathbf{r}}$ and $r^{-1} e^{ikr}$. We will demonstrate shortly [see Equations (7.13.9a), (7.13.13), and (7.13.14)] that, with the choice of independent variables we are about to make, this will indeed be the case. (Another argument for our particular choice of variables is given by Gottfried 1966, 148.)

Let us choose independent variables $(z, w, \lambda)$ where $w = r - z$ and $\lambda$ can be taken to be $\phi$, on which the solution $\psi_k(\mathbf{r})$ does not depend. In changing our Cartesian coordinates $(x, y, z)$ to $(z, w, \lambda)$, use—for example—such expressions as

$$\frac{\partial}{\partial x} = \frac{\partial w}{\partial x} \frac{\partial}{\partial w} + \frac{\partial z}{\partial x} \frac{\partial}{\partial z} + \frac{\partial \lambda}{\partial x} \frac{\partial}{\partial \lambda}$$

$$= \frac{x}{r} \frac{\partial}{\partial w} + \frac{\partial \lambda}{\partial x} \frac{\partial}{\partial \lambda}$$  

(7.13.5)

Note that because $e^{ikz} \chi(u)$ is independent of $\lambda$, the operation $\partial/\partial \lambda$ makes no contribution. The reader will readily verify that, operating on $e^{ikz} \chi(u)$,

$$\frac{\partial^2}{\partial x^2} = \frac{x^2}{r^2} \frac{\partial^2}{\partial w^2} + \left( \frac{1}{r} - \frac{x^2}{r^3} \right) \frac{\partial}{\partial w}$$

$$\frac{\partial^2}{\partial y^2} = \frac{y^2}{r^2} \frac{\partial^2}{\partial w^2} + \left( \frac{1}{r} - \frac{y^2}{r^3} \right) \frac{\partial}{\partial w}$$

$$\frac{\partial^2}{\partial z^2} = \frac{w^2}{r^2} \frac{\partial^2}{\partial w^2} + \left( \frac{w}{r^2} - \frac{w^2}{r^3} \right) \frac{\partial}{\partial w} - \frac{2w}{r} \frac{\partial}{\partial \partial w} + \frac{w}{r^2} \frac{\partial}{\partial w} + \frac{\partial^2}{\partial z^2}.$$  

(7.13.6)
Using (7.13.4)—(7.13.6) in (7.13.2), we have
\[
\left[ u \frac{d^2}{du^2} + (1 - u) \frac{d}{du} - i\gamma \right] \chi(u) = 0. \tag{7.13.7}
\]

Our first attempt at the solution of (7.13.7) considers the asymptotic case—that is, solutions for large \( r - z \) (away from the forward direction, since \( r - z = r(1 - \cos \theta) = 0 \) for \( \theta = 0 \)). Let us try two types of solutions, (1) \( \chi \sim u^\lambda \) and (2) \( \chi \sim e^u \).

The first type of solution requires
\[
(-\lambda - i\gamma)u^\lambda = 0, \quad \text{or} \quad \lambda = -i\gamma \tag{7.13.8}
\]
and, hence,
\[
\chi(u) \sim u^{-i\gamma} \sim e^{-i\gamma \ln k(r-z)} \tag{7.13.9a}
\]
\[
\psi_k(r) \sim e^{ik \cdot r - \gamma \ln k(r-z)}. \tag{7.13.9b}
\]

Equation (7.13.9b) clearly represents the incoming plane-wave piece. The second type of solution, \( \chi \sim e^u \), manifestly satisfies \( u(d^2\chi/du^2) - u(d\chi/du) = 0 \), so heuristically we try for a solution that combines features of both solutions in product form,
\[
\chi(u) \sim u^\lambda e^u, \tag{7.13.10}
\]
and substitute into (7.13.7). The coefficient of \( u^{\lambda+1}e^u \) obviously vanishes, while the coefficient of the \( u^\lambda e^u \)-term leads to the following relation:
\[
2\lambda + (1 - \lambda) - i\gamma = 0, \quad \text{or} \quad \lambda = -1 + i\gamma. \tag{7.13.11}
\]
Hence,
\[
\chi(u) = \frac{u^{i\gamma}e^u}{u} = \frac{e^{ik(r-z)}}{k(r-z)} e^{i\gamma \ln k(r-z)} \tag{7.13.12}
\]
and
\[
\psi(r) \sim \frac{e^{ikr + \gamma \ln k(r-z)}}{r - z}, \tag{7.13.13}
\]
clearly an outgoing spherical wave. Combining the two solution pieces given by (7.13.9) and (7.13.13) linearly and noting that \( r - z = r(1 - \cos \theta) = 2r \sin^2(\theta/2) \) while \( \ln[2kr \sin^2(\theta/2)] = \ln(2kr) + 2 \ln \sin (\theta/2) \), we write the normalized wave function as
\[
\psi_k(r) \leftrightarrow \frac{1}{(2\pi)^{3/2}} \left\{ e^{ik \cdot r - \gamma \ln(r_k - k \cdot r)} + f_\gamma(k, \theta) \frac{e^{ikr + \gamma \ln 2kr}}{r} \right\}. \tag{7.13.14}
\]

There are extra phase effects at large \( r \), which is due to the long range of the Coulomb interaction.
Now we must find the Coulomb scattering amplitude \( f_c(k, \theta) \). Interestingly, aside from a factor of \( \gamma/k \), the magnitude is just from \( (r - z) \): \((1/2k \sin^2 \theta/2)\), which appears in the asymptotic form (7.13.13). But we have to work hard to get it! Because the details here are quite involved mathematically (c.f. Appendix C.1), the first-time reader is encouraged to focus only on the final results summarized below. The physical basis of our results are discussed later on in this section.

For the normalized \( \psi_k(r) \) we obtain

\[
\psi_k(r) \sim \frac{1}{(2\pi)^{3/2}} \left[ e^{i[kz - \gamma \ln k(r - z)]} + \frac{g_1^*(\gamma)}{g_1(\gamma)} \frac{\gamma}{2k \sin^2(\theta/2)} \frac{e^{i[kr + \gamma \ln k(r - z)]}}{r} \right].
\]

(7.13.15)

This exhibits explicitly all the \( r \)- and \( k \)-dependent phases and leads to the identification from (7.13.14) that

\[
f_c(k, \theta) = \frac{\gamma e^{i[\theta(\gamma) + 2\gamma \ln \sin(\theta/2)]}}{2k \sin^2(\theta/2)}
\]

\[
e^{i\theta(\gamma)} = \frac{g_1^*(\gamma)}{g_1(\gamma)}.
\]

(7.13.16)

Thus, as in (7.1.36), the differential cross section is

\[
\frac{d\sigma_c(k, \theta)}{d\Omega} = |f_c(k, \theta)|^2 = \frac{\gamma^2}{4k^2 \sin^4(\theta/2)},
\]

(7.13.17)

where \( \gamma \) is given by (7.13.3)—and we are back to the Rutherford formula of (7.2.11).

For the aficionados, we remind the reader of Hankel’s formula

\[
\int_{c_1} e^{i\pi s^{-1}} ds = \frac{2\pi i}{\Gamma(z)}
\]

(7.13.18)

(which checks for \( z = 1 \) and \( \Gamma(1) = 0! = 1 \)). Thus

\[
g_1(\gamma) = \frac{1}{\Gamma(1 - i\gamma)}, \quad e^{i\theta(\gamma)} = \frac{\Gamma(1 - i\gamma)}{\Gamma(1 + i\gamma)}.
\]

(7.13.19)

**Partial-Wave Analysis for the Coulomb Case**

We can rewrite \( \psi(r) \) from (7.13.4) and (C.1.5) as

\[
\psi(r) = e^{ik \cdot r} \chi(u)
\]

\[
= Ae^{ik \cdot r} \int_c e^{i\pi t^{-1}(1 - t)^{-i\gamma}} dt
\]
\[
\begin{align*}
&= A \int_C e^{ik \cdot r} e^{ik(r-z)t} (1 - t) d(t, \gamma) dt \\
&= A \int_C e^{ikrt} e^{ik \cdot r(1-t)} (1 - t) d(t, \gamma) dt
\end{align*}
\]

(7.13.20)

where

\[
d(t, \gamma) = \frac{t}{r-1}(1 - t)^{-i\gamma-1}.
\]

(7.13.21)

We perform the partial-wave expansion of the plane wave analogous to (7.5.18) as

\[
\psi(r) = \sum_{l=0}^{\infty} (2l + 1)i^l P_l(\cos \theta) A_l(kr),
\]

(7.13.22)

where

\[
A_l(kr) = A \int_C e^{ikrt} j_l[kr(1-t)](1-t) d(t, \gamma) dt.
\]

(7.13.23)

Now, \( j_l = \frac{1}{2}(h_l^{(1)} + h_l^{(1)*}) \), where the \( h_l^{(1)} \) are spherical Hankel functions (see Appendix A and Whittaker and Watson 1935), \( h_l(\rho) = E_l(\rho)e^{i\rho}/\rho \),

\[
\begin{array}{c|c|c|c}
l & 0 & 1 & 2 \\
\hline
E_l(\rho) & -i & -\frac{i}{\rho} & i\left(1 + \frac{3i}{\rho} - \frac{3}{\rho^2}\right) \\
\end{array}
\]

(7.13.24)

and, asymptotically, \( E_l(\rho) = (-i)^{l+1} + 0(\rho^{-1}) \). Hence, we write

\[
A_l(kr) = A_l^{(1)}(kr) + A_l^{(2)}(kr),
\]

(7.13.25)

where \( A_l^{(1)} \) and \( A_l^{(2)} \) correspond to the contributions from \( h_l \) and \( h_l^* \), respectively.

The explicit evaluation of \( A_l^{(1)}(kr) \) and \( A_l^{(2)}(kr) \) is given in Appendix C.2 and leads to the following results

\[
A_l^{(1)}(kr) = 0
\]

(7.13.26)

and

\[
A_l^{(2)}(kr) = -\frac{Ae^{\pi r/2}}{2ikr} \left[2\pi i g_1(\gamma)\right]
\]

\[
\times \{e^{-ikr-(l+1)/2} + \gamma \ln 2kr\} - e^{2i\eta(k)} e^{ikr-(l\pi/2) + \gamma \ln 2kr}\}
\]

(7.13.27)

where we have optimistically introduced a real phase \( \eta(k) \):

\[
e^{2i\eta(k)} = \frac{g_3(\gamma)}{g_1(\gamma)} = \Gamma(1 - i\gamma)g_3(\gamma).
\]

(7.13.28)
Note that we write $\eta_l(k)$ because $\gamma$ depends on $k$ [see (7.13.3)].

Let us look briefly at some simple examples to demonstrate that $\eta_l(k)$ is indeed a real phase. For $l = 0$,

$$
E_0^* = i, \quad 2\pi i g_3(\gamma) = \int_{C_1} e^{s^{-i\gamma-1}} ds = 2\pi i g_1^*(\gamma) = \frac{2\pi i}{\Gamma(1 + i\gamma)},
$$

$$
e^{2\pi i\eta_0} = \frac{\Gamma(1 - i\gamma)}{\Gamma(1 + i\gamma)}. \tag{7.13.29}
$$

For $l = 1$, we have

$$
E_1^*(\rho) = -\left(1 - \frac{i}{\rho}\right), \quad E_1^*(\frac{s}{2i}) = -\left(1 - \frac{i}{-s/2i}\right) = -\left(1 - \frac{2}{s}\right)
$$

$$
2\pi i g_3(\gamma) = -\int_{C_1} e^{s^{-i\gamma-1}} \left(1 - \frac{2}{s}\right) ds = -2\pi i \left[\frac{1}{\Gamma(1 + i\gamma)} - \frac{2}{\Gamma(2 + i\gamma)}\right]
$$

$$
= \frac{-2\pi i}{\Gamma(2 + i\gamma)} [(1 + i\gamma) - 2] = \frac{2\pi i(1 - i\gamma)}{\Gamma(2 + i\gamma)} \tag{7.13.30}
$$

$$
e^{2\pi i\eta_1} = \frac{g_3(\gamma)}{g_1(\gamma)} = \frac{(1 - i\gamma)\Gamma(1 - i\gamma)}{\Gamma(1 + i\gamma)} = \frac{\Gamma(2 - i\gamma)}{\Gamma(2 + i\gamma)}.
$$

The same pattern repeats for $l = 2, 3, \ldots$. Thus for a general $l$, we conjecture

$$
e^{2\pi i\eta_l} = \frac{\Gamma(1 + l - i\gamma)}{\Gamma(1 + l + i\gamma)}. \tag{7.13.31}
$$

As a final summary we remark that the Coulomb partial-wave-scattering case differs from the general partial-wave case (see Section 7.6) only through the modification

$$
-\frac{1}{2} h_1^{(1)}(kr) \equiv -\frac{e^{i(kr-(l\pi)/2)}}{2ikr} \rightarrow -\frac{e^{i(kr-(l\pi)/2)+\gamma \ln 2kr}}{2ikr}
$$

$$
e^{2\pi i\eta_l} \rightarrow e^{2\pi i\eta_l} = \frac{\Gamma(1 + l - i\gamma)}{\Gamma(1 + l + i\gamma)}. \tag{7.13.32}
$$

Let us note that the asymptotic form of the Coulomb scattering wave function, Eq. (7.13.15), is different from that which appears in Eq. (7.13.3), written for large $r$ as

$$
\psi \rightarrow e^{ikz} + f(\theta) \frac{e^{ikr}}{r}. \tag{7.13.33}
$$

The latter form is valid only for short-range forces, while the Coulomb force is a long-range one. The form (7.13.3') is modified as follows for the Coulomb interaction: The first term on the right-hand side of (7.13.15)
contains not only the factor $e^{ikz}$ as in (7.13.33), but also a modifying, coordinate dependent, multiplicative phase factor $e^{-i\gamma \ln k(r-z)}$. Hence, the incident plane wave is slightly distorted, irrespective of how far away the particle is from the origin. Analogously, the second term on the right-hand side of (7.13.15), corresponding to the outgoing spherical wave, contains the $r$ dependent phase factor $e^{i\gamma \ln 2kr}$. Nevertheless, in spite of these long-range effects leading to phase factors that vary with distance, we can still define a scattering cross section for short-range forces because the distorting terms, although they alter physically observable quantities (e.g., the mean current), lead to alterations that vanish as $r$ goes to infinity.

PROBLEMS

1. The Lippmann-Schwinger formalism can also be applied to a one-dimensional transmission-reflection problem with a finite-range potential, $V(x) \neq 0$ for $0 < |x| < a$ only.
   a. Suppose we have an incident wave coming from the left: $\langle x|\phi \rangle = e^{ikx}/\sqrt{2\pi}$. How must we handle the singular $1/(E - H_0)$ operator if we are to have a transmitted wave only for $x > a$ and a reflected wave and the original wave for $x < -a$? Is the $E \rightarrow E + i\epsilon$ prescription still correct? Obtain an expression for the appropriate Green’s function and write an integral equation for $\langle x|\psi^{(+)} \rangle$.
   b. Consider the special case of an attractive $\delta$-function potential

   $$V = -\left(\frac{\gamma \hbar^2}{2m}\right)\delta(x) \quad (\gamma > 0).$$

   Solve the integral equation to obtain the transmission and reflection amplitudes. Check your results with Gottfried 1966, 52.
   c. The one-dimensional $\delta$-function potential with $\gamma > 0$ admits one (and only one) bound state for any value of $\gamma$. Show that the transmission and reflection amplitudes you computed have bound-state poles at the expected positions when $k$ is regarded as a complex variable.

2. Prove

   $$\sigma_{\text{tot}} = \frac{m^2}{\pi \hbar^4} \int d^3x \int d^3x' V(r) V(r') \frac{\sin^2k|x-x'|}{k^2|x-x'|^2}$$

   in each of the following ways.
   a. By integrating the differential cross section computed using the first-order Born approximation.
   b. By applying the optical theorem to the forward-scattering amplitude in the second-order Born approximation. [Note that $f(0)$ is real if the first-order Born approximation is used.]

3. Consider a potential

   $$V = 0 \quad \text{for } r > R, \quad V = V_0 = \text{constant} \quad \text{for } r < R,$$
where \( V_0 \) may be positive or negative. Using the method of partial waves, show that for \( |V_0| \ll E = \hbar^2 k^2 / 2m \) and \( kR \ll 1 \) the differential cross section is isotropic and that the total cross section is given by

\[
\sigma_{\text{tot}} = \left( \frac{16\pi}{9} \right) \frac{m^2 V_0^2 R^6}{\hbar^4}.
\]

Suppose the energy is raised slightly. Show that the angular distribution can then be written as

\[
\frac{d\sigma}{d\Omega} = A + B \cos \theta.
\]

Obtain an approximate expression for \( B/A \).

4. A spinless particle is scattered by a weak Yukawa potential

\[
V = \frac{V_0 e^{-\mu r}}{\mu r}
\]

where \( \mu > 0 \) but \( V_0 \) can be positive or negative. It was shown in the text that the first-order Born amplitude is given by

\[
f^{(1)}(\theta) = -\frac{2mV_0}{\hbar^2 \mu} \frac{1}{2k^2 (1 - \cos \theta) + \mu^2}.
\]

a. Using \( f^{(1)}(\theta) \) and assuming \( |\delta_i| \ll 1 \), obtain an expression for \( \delta_i \) in terms of a Legendre function of the second kind,

\[
Q_i(\xi) = \frac{1}{2} \int_{-1}^{1} \frac{P_i(\xi')}{\xi - \xi'} \, d\xi'.
\]

b. Use the expansion formula

\[
Q_i(\xi) = \frac{l!}{1 \cdot 3 \cdot 5 \cdots (2l+1)} \times \left\{ \frac{1}{\xi^{l+1}} + \frac{(l+1)(l+2)}{2(2l+3)} \frac{1}{\xi^{l+3}} + \frac{(l+1)(l+2)(l+3)(l+4)}{2 \cdot 4 \cdot (2l+3)(2l+5)} \frac{1}{\xi^{l+5}} + \cdots \right\} \quad (|\xi| > 1)
\]

to prove each assertion.

(i) \( \delta_i \) is negative (positive) when the potential is repulsive (attractive).

(ii) When the de Broglie wavelength is much longer than the range of the potential, \( \delta_i \) is proportional to \( k^{2l+1} \). Find the proportionality constant.
5. Check explicitly the $x - p_x$ uncertainty relation for the ground state of a particle confined inside a hard sphere: $V = \infty$ for $r > a$, $V = 0$ for $r < a$. (Hint: Take advantage of spherical symmetry.)

6. Consider the scattering of a particle by an impenetrable sphere

$$V(r) = \begin{cases} 0 & \text{for } r > a \\ \infty & \text{for } r < a. \end{cases}$$

(a) Derive an expression for the $s$-wave ($l = 0$) phase shift. (You need not know the detailed properties of the spherical Bessel functions to be able to do this simple problem!)

(b) What is the total cross section $\sigma \equiv \int (d\sigma/d\Omega) d\Omega$ in the extreme low-energy limit $k \to 0$? Compare your answer with the geometric cross section $\pi a^2$. You may assume without proof:

$$\frac{d\sigma}{d\Omega} = |f(\theta)|^2,$$

$$f(\theta) = \left(\frac{1}{k}\right)^{\infty}_{l=0} (2l+1)e^{i\delta_l} \sin \delta_l P_l(\cos \theta).$$

7. Use $\delta_l = \Delta(b)\mid_{b-l\rightarrow k}$ to obtain the phase shift $\delta_l$ for scattering at high energies by (a) the Gaussian potential, $V = V_0 \exp(-r^2/a^2)$, and (b) the Yukawa potential, $V = V_0 \exp(-\mu r)/\mu r$. Verify that the assertion that $\delta_l$ goes to zero very rapidly with increasing $l$ ($k$ fixed) for $l \gg kR$, where $R$ is the “range” of the potential. [The formula for $\Delta(b)$ is given in (7.4.14)].

8. a. Prove

$$\frac{\hbar^2}{2m} \langle x | \frac{1}{E - H_0 + i\epsilon} | x' \rangle = -ik \sum_l \sum_m Y^m_l(\hat{r}) Y^m_l(\hat{r}') j_l(kr_<) h_l^{(1)}(kr_>)$$

where $r_<$ ($r_>$) stands for the smaller (larger) of $r$ and $r'$.

b. For spherically symmetric potentials, the Lippmann-Schwinger equation can be written for spherical waves:

$$|E_{lm}(+)\rangle = |E_{lm}\rangle + \frac{1}{E - H_0 + i\epsilon} V |E_{lm}(+)\rangle.$$
By taking $r$ very large, also obtain

$$f_l(k) = e^{i\delta_l} \frac{\sin \delta_l}{k}$$

$$= - \left( \frac{2m}{\hbar^2} \right) \int_0^\infty J_l(kr) A_l(k; r) V(r) r^2 dr.$$ 

9. Consider scattering by a repulsive $\delta$-shell potential:

$$\left( \frac{2m}{\hbar^2} \right) V(r) = \gamma \delta(r - R), \quad (\gamma > 0).$$

a. Set up an equation that determines the $s$-wave phase shift $\delta_0$ as a function of $k$ ($E = \hbar^2 k^2 / 2m$).

b. Assume now that $\gamma$ is very large,

$$\gamma \gg \frac{1}{R} k.$$ 

Show that if $\tan kR$ is not close to zero, the $s$-wave phase shift resembles the hard-sphere result discussed in the text. Show also that for $\tan kR$ close to (but not exactly equal to) zero, resonance behavior is possible; that is, $\cot \delta_0$ goes through zero from the positive side as $k$ increases. Determine approximately the positions of the resonances keeping terms of order $1/\gamma$; compare them with the bound-state energies for a particle confined inside a spherical wall of the same radius,

$$V = 0, \quad r < R; \quad V = \infty, \quad r > R.$$ 

Also obtain an approximate expression for the resonance width $\Gamma$ defined by

$$\Gamma = \frac{-2}{\left[ d(\cot \delta_0) / dE \right]_{E = E_r}}$$

and notice, in particular, that the resonances become extremely sharp as $\gamma$ becomes large. *(Note: For a different, more sophisticated approach to this problem see Gottfried 1966, 131–141, who discusses the analytic properties of the $D_l$-function defined by $A_l = J_l / D_l$)*

10. A spinless particle is scattered by a time-dependent potential

$$\chi(r, t) = V(r) \cos \omega t.$$ 

Show that if the potential is treated to first order in the transition amplitude, the energy of the scattered particle is increased or decreased by $\hbar \omega$. Obtain $da / d\Omega$. Discuss qualitatively what happens if the higher-order terms are taken into account.

11. Show that the differential cross section for the elastic scattering of a fast
electron by the ground state of the hydrogen atom is given by

\[ \frac{d\sigma}{d\Omega} = \left( \frac{4m^2e^4}{h^4q^4} \right) \left( 1 - \frac{16}{4 + (qa_0)^2} \right)^2. \]

(Ignore the effect of identity.)

12. Let the energy of a particle moving in a central field be \( E(J_1J_2J_3) \), where \((J_1, J_2, J_3)\) are the three action variables. How does the functional form of \( E \) specialize for the Coulomb potential? Using the recipe of the action-angle method, compare the degeneracy of the central field and the Coulomb problems and relate it to the vector \( \mathbf{A} \).

If the Hamiltonian is

\[ H = \frac{p^2}{2\mu} + V(r) + F(A^2), \]

how are these statements changed?

Describe the corresponding degeneracies of the central field and Coulomb problems in quantum theory in terms of the usual quantum numbers \((n, l, m)\) and also in terms of the quantum numbers \((k, m, n)\). Here the second set, \((k, m, n)\), labels the wave functions \( \mathcal{D}^k_{mn}(\alpha\beta\gamma) \).

How are the wave functions \( \mathcal{D}^k_{mn}(\alpha\beta\gamma) \) related to Laguerre times spherical harmonics?
Here we summarize the simple solutions to Schrödinger’s wave equation for a variety of soluble potential problems.

### A.1. FREE PARTICLES ($V = 0$)

The plane-wave, or momentum, eigenfunction is

$$
\psi_k(x, t) = \frac{1}{(2\pi)^{3/2}} e^{ik \cdot x - i\omega t},
$$

(A.1.1)

where

$$
k = \frac{p}{\hbar}, \quad \omega = \frac{E}{\hbar} = \frac{p^2}{2m\hbar} = \frac{\hbar k^2}{2m}
$$

(A.1.2)

and our normalization is

$$
\int \psi_k^* \psi_k \, d^3x = \delta^{(3)}(k - k').
$$

(A.1.3)

The superposition of plane waves leads to the wave-packet description. In the one-dimensional case,

$$
\psi(x, t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dk A(k) e^{i(kx - \omega t)} \quad \left(\omega = \frac{\hbar k^2}{2m}\right).
$$

(A.1.4)

For $|A(k)|$ sharply peaked near $k = k_0$, the wave packet moves with a
group velocity
\[ \nu_g \approx \left( \frac{d\omega}{dk} \right)_{k_0} = \frac{\hbar k_0}{m}. \] (A.1.5)

The time evolution of a minimum wave packet can be described by
\[ \psi(x, t) = \left[ \frac{(\Delta x)^2}{2\pi^3} \right]^{1/4} \int_{-\infty}^{\infty} e^{-\frac{(\Delta x)^2}{2} \left( k - k_0 \right)^2 + ikx - i\omega(k)t} \, dk, \quad \omega(k) = \frac{\hbar k^2}{2m}, \] (A.1.6)

where
\[ |\psi(x, t)|^2 = \left\{ \frac{1}{2\pi(\Delta x)^2 \left[ 1 + \left( \frac{\hbar^2 k^2}{4m^2} \right)^2 \right]} \right\}^{1/2} \times \exp \left\{ - \frac{(x - \hbar k_0 t / m)^2}{2(\Delta x)^2 \left[ 1 + \left( \frac{\hbar^2 k^2}{4m^2} \right)^2 \right]} \right\}. \] (A.1.7)

So the width of the wave packet expands as
\[ (\Delta x)_0 \text{ at } t = 0 \rightarrow (\Delta x)_0 \left[ 1 + \frac{\hbar^2 t^2}{4m^2} (\Delta x)_0^{-4} \right]^{1/2} \text{ at } t > 0. \] (A.1.8)

A.2. PIECEWISE CONSTANT POTENTIALS IN ONE DIMENSION

The basic solutions are:
\[ E > V = V_0: \quad \psi_E(x) = c_+ e^{ikx} + c_- e^{-ikx}, \quad k = \sqrt{\frac{2m(E - V_0)}{\hbar^2}}. \] (A.2.1)

\[ E < V = V_0 \text{ (classically forbidden region)}: \]
\[ \psi_E(x) = c_+ e^{\kappa x} + c_- e^{-\kappa x}, \quad \kappa = \sqrt{\frac{2m(V_0 - E)}{\hbar^2}} \] (A.2.2)

\( c_\pm \) must be set equal to 0 if \( x = \pm \infty \) is included in the domain under discussion.

Rigid-Wall Potential (One-dimensional Box)

Here
\[ V = \begin{cases} 0 & \text{for } 0 < x < L, \\ \infty & \text{otherwise.} \end{cases} \] (A.2.3)
The wave functions and energy eigenstates are
\[
\psi_E(x) = \sqrt{\frac{2}{L}} \sin\left(\frac{n\pi x}{L}\right), \quad n = 1, 2, 3, \ldots,
\]
\[
E = \frac{\hbar^2 n^2 \pi^2}{2mL^2}.
\] (A.2.4)

**Square-Well Potential**

The potential \( V \) is
\[
V = \begin{cases} 
0 & \text{for } |x| > a \\
-V_0 & \text{for } |x| < a \quad (V_0 > 0)
\end{cases}
\] (A.2.5)

The bound-state \( (E < 0) \) solutions are:
\[
\psi_E \sim \begin{cases} 
e^{-\kappa |x|} & \text{for } |x| > a, \\
\cos kx & \text{(even parity)} \\
\sin kx & \text{(odd parity)}
\end{cases} \quad \text{for } |x| < a,
\] (A.2.6)

where
\[
k = \sqrt{\frac{2m(-|E| + V_0)}{\hbar^2}}, \quad \kappa = \sqrt{\frac{2m|E|}{\hbar^2}}.
\] (A.2.7)

The allowed discrete values of energy \( E = -\hbar^2 \kappa^2 / 2m \) are to be determined by solving
\[
ka \tan ka = \kappa a \quad \text{(even parity)}
\]
\[
ka \cot ka = -\kappa a \quad \text{(odd parity)}.
\] (A.2.8)

Note also that \( \kappa \) and \( k \) are related by
\[
\frac{2mV_0a^2}{\hbar^2} = (k^2 + \kappa^2)a^2.
\] (A.2.9)

**A.3. TRANSMISSION—REFLECTION PROBLEMS**

In this discussion we define the transmission coefficient \( T \) to be the ratio of the flux of the transmitted wave to that of the incident wave. We consider these simple examples.

**Square Well** (\( V = 0 \) for \( |x| > a \), \( V = -V_0 \) for \( |x| < a \))

\[
T = \frac{1}{1 + \left[ (k^2 - k^2)^2 / 4k^2k^2 \right] \sin^2 2ka}
\]
\[
= \frac{1}{1 + \left[ V_0^2 / 4E(E + V_0) \right] \sin^2 \left( 2a \sqrt{2m(E + V_0) / \hbar^2} \right)}
\] (A.3.1)
where

\[ k = \sqrt{\frac{2mE}{\hbar^2}}, \quad k' = \sqrt{\frac{2m(E + V_0)}{\hbar^2}}. \quad (A.3.2) \]

Note that resonances occur whenever

\[ 2a\sqrt{\frac{2m(E + V_0)}{\hbar^2}} = n\pi, \quad n = 1, 2, 3, \ldots. \quad (A.3.3) \]

**Potential Barrier** \((V = 0\text{ for } |x| > a, \ V = V_0 > 0 \text{ for } |x| < a.)\)

**Case 1:** \(E < V_0.\)

\[
T = \frac{1}{\left\{1 + \left[\frac{(k^2 + \kappa^2)^2}{4k^2\kappa^2}\sinh^22\kappa a\right]\right\}}
= \frac{1}{\left\{1 + \left[\frac{V_0^2}{4E(V_0 - E)}\right]\sinh^2\left(2a\sqrt{2m(V_0 - E)/\hbar^2}\right)\right\}}. \quad (A.3.4)
\]

**Case 2:** \(E > V_0.\) This case is the same as the square-well case with \(V_0\) replaced by \(-V_0.\)

**Potential Step** \((V = 0\text{ for } x < 0, \ V = V_0 \text{ for } x > 0, \text{ and } E > V_0,)\)

\[
T = \frac{4kk'}{(k + k')^2} = \frac{4\sqrt{(E - V_0)E}}{(\sqrt{E} + \sqrt{E - V_0})^2} \quad (A.3.5)
\]

with

\[ k = \sqrt{\frac{2mE}{\hbar^2}}, \quad k' = \sqrt{\frac{2m(E - V_0)}{\hbar^2}}. \quad (A.3.6) \]

**More General Potential Barrier** \([V(x) > E \text{ for } a < x < b, \ V(x) < E \text{ outside range } [a, b].]\)

The approximate JWKB solution for \(T\) is

\[
T \approx \exp\left\{-2 \int_a^b dx \sqrt{\frac{2m[V(x) - E]}{\hbar^2}}\right\}, \quad (A.3.7)
\]

where \(a\) and \(b\) are the classical turning points.*

---

*JWKB stand for Jeffreys-Wentzel-Kramers-Brillouin.
A.4. SIMPLE HARMONIC OSCILLATOR

Here the potential is

\[ V(x) = \frac{m\omega^2 x^2}{2}, \]  

and we introduce a dimensionless variable

\[ \xi = \sqrt{\frac{m\omega}{\hbar}} x. \]  

The energy eigenfunctions are

\[ \psi_E = (2^n n!)^{-1/2} \left( \frac{m\omega}{\pi \hbar} \right)^{1/4} e^{-\xi^2/2} H_n(\xi) \]  

and the energy levels are

\[ E = \hbar \omega \left( n + \frac{1}{2} \right), \quad n = 0, 1, 2, \ldots. \]  

The Hermite polynomials have the following properties:

\[ H_n(\xi) = (-1)^n e^{\xi^2} \frac{\partial^n}{\partial \xi^n} e^{-\xi^2} \]

\[ \int_{-\infty}^{\infty} H_{n'}(\xi) H_n(\xi) e^{-\xi^2} d\xi = \pi^{1/2} 2^n n! \delta_{nn'} \]

\[ \frac{d^2}{d\xi^2} H_n - 2\xi \frac{dH_n}{d\xi} + 2nH_n = 0 \]  

\[ H_0(\xi) = 1, \quad H_1(\xi) = 2\xi, \]

\[ H_2(\xi) = 4\xi^2 - 2, \quad H_3(\xi) = 8\xi^3 - 12\xi, \]

\[ H_4(\xi) = 16\xi^4 - 48\xi^2 + 12. \]

A.5. THE CENTRAL FORCE PROBLEM [SPHERICALLY SYMMETRICAL POTENTIAL \( V = V(r) \).]

Here the basic differential equation is

\[ -\frac{\hbar^2}{2m} \left[ \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \psi_E}{\partial r} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial \psi_E}{\partial \theta} \right) \right. \]

\[ \left. + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 \psi_E}{\partial \phi^2} \right] + V(r) \psi_E = E \psi_E \]  

(A.5.1)

where our spherically symmetrical potential \( V(r) \) satisfies

\[ \lim_{r \to 0} r^2 V(r) \to 0. \]  

(A.5.2)
The method of separation of variables,
\[ \Psi_E(x) = R(x) Y_l^m(\theta, \phi), \] (A.5.3)
leads to the angular equation
\[ - \left[ \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2} \right] Y_l^m = l(l+1)Y_l^m, \] (A.5.4)
where the spherical harmonics
\[ Y_l^m(\theta, \phi), \quad l = 0, 1, 2, \ldots, \quad m = -l, -l+1, \ldots, +l \] (A.5.5)
satisfy
\[ -i \frac{\partial}{\partial \phi} Y_l^m = mY_l^m \] (A.5.6)
and \( Y_l^m(\theta, \phi) \) have the following properties:
\[ Y_l^m(\theta, \phi) = (-1)^m \sqrt{\frac{2l+1}{4\pi} \frac{(l-m)!}{(l+m)!}} P_l^m(\cos \theta) e^{im\phi} \]
for \( m \geq 0 \),
\[ Y_l^m(\theta, \phi) = (-1)^{|m|} Y_l^{|m|}(\theta, \phi) \quad \text{for} \quad m < 0, \]
\[ P_l^m(\cos \theta) = (1 - \cos^2 \theta)^{m/2} \frac{d^m}{d(\cos \theta)^m} P_l(\cos \theta) \quad \text{for} \quad m \geq 0, \]
\[ P_l(\cos \theta) = \frac{(-1)^l}{2^l l!} \frac{d^l(1 - \cos^2 \theta)^l}{d(\cos \theta)^l}, \]
\[ Y_0^0 = \frac{1}{\sqrt{4\pi}}, \quad Y_1^0 = \sqrt{\frac{3}{4\pi}} \cos \theta, \] (A.5.7)
\[ Y_1^1 = \mp \sqrt{\frac{3}{8\pi}} (\sin \theta) e^{\pm i\phi}, \]
\[ Y_2^0 = \sqrt{\frac{5}{16\pi}} (3 \cos^2 \theta - 1), \]
\[ Y_2^1 = \mp \sqrt{\frac{15}{8\pi}} (\sin \theta \cos \theta) e^{\pm i\phi}, \]
\[ Y_2^2 = \sqrt{\frac{15}{32\pi}} (\sin^2 \theta) e^{\pm 2i\phi}. \]
\[ \int Y_l^{m*}(\theta, \phi) Y_l^m(\theta, \phi) \, d\Omega = \delta_{l'l} \delta_{mm'} \left[ \int d\Omega = \int_0^{2\pi} d\phi \int_{-1}^1 d(\cos \theta) \right]. \]
For the radial piece of (A.5.3), let us define
\[ u_E(r) = rR(r). \] (A.5.8)
Then the radial equation is reduced to an equivalent one-dimensional problem, namely,

$$-\frac{\hbar^2}{2m} \frac{d^2 u_E}{dr^2} + \left[ V(r) + \frac{l(l+1)\hbar^2}{2mr^2} \right] u_E = Eu_E$$

subject to the boundary condition

$$u_E(r)|_{r=0} = 0.$$  \hspace{1cm} (A.5.9)

For the case of free particles \([V(r) = 0]\) in our spherical coordinates:

$$R(r) = c_1 j_l(\rho) + c_2 n_l(\rho) \quad (c_2 = 0 \text{ if the origin is included}) \hspace{1cm} (A.5.10)$$

where \(\rho\) is a dimensionless variable

$$\rho \equiv kr, \quad k = \sqrt{\frac{2mE}{\hbar^2}}. \hspace{1cm} (A.5.11)$$

We need to list the commonly used properties of the Bessel functions and spherical Bessel and Hankel functions. The spherical Bessel functions are

$$j_l(\rho) = \left( \frac{\pi}{2\rho} \right)^{1/2} J_{l+1/2}(\rho),$$

$$n_l(\rho) = (-1)^{l+1} \left( \frac{\pi}{2\rho} \right)^{1/2} J_{-l-1/2}(\rho),$$

$$j_0(\rho) = \frac{\sin \rho}{\rho}, \quad n_0(\rho) = -\frac{\cos \rho}{\rho},$$

$$j_1(\rho) = \frac{\sin \rho}{\rho^2} - \frac{\cos \rho}{\rho}, \quad n_1(\rho) = -\frac{\cos \rho}{\rho^2} - \frac{\sin \rho}{\rho}, \hspace{1cm} (A.5.12)$$

$$j_2(\rho) = \left( \frac{3}{\rho^3} - \frac{1}{\rho} \right) \sin \rho - \frac{3}{\rho^2} \cos \rho,$$

$$n_2(\rho) = -\left( \frac{3}{\rho^3} - \frac{1}{\rho} \right) \cos \rho - \frac{3}{\rho^2} \sin \rho.$$  

For \(\rho \to 0\), the leading terms are

$$j_l(\rho) \xrightarrow[\rho \to 0]{} \frac{\rho^l}{(2l+1)!!}, \quad n_l(\rho) \xrightarrow[\rho \to 0]{} -\frac{(2l-1)!!}{\rho^{l+1}}, \hspace{1cm} (A.5.13)$$

where

$$2l+1)!! \equiv (2l+1)(2l-1) \cdots 5 \cdot 3 \cdot 1. \hspace{1cm} (A.5.14)$$

In the large \(\rho\)-asymptotic limit, we have

$$j_l(\rho) \xrightarrow[\rho \to \infty]{} \frac{1}{\rho} \cos \left[ \rho - \frac{(l+1)\pi}{2} \right],$$

$$n_l(\rho) \xrightarrow[\rho \to \infty]{} \frac{1}{\rho} \sin \left[ \rho - \frac{(l+1)\pi}{2} \right]. \hspace{1cm} (A.5.15)$$
Because of constraints (A.5.8) and (A.5.9), \( R(r) \) must be finite at \( r = 0 \); hence, from (A.5.10) and (A.5.13) we see that the \( n_i(\rho) \)-term must be deleted because of its singular behavior as \( \rho \rightarrow 0 \). Thus \( R(r) = c_{ij}(\rho) \) [or, in the notation of Chapter VII, Section 7.6, \( A_i(r) = R(r) = c_{ij}(\rho) \)]. For a three-dimensional square-well potential, \( V = -V_0 \) for \( r < R \) (with \( V_0 > 0 \)), the desired solution is

\[
R(r) = A_i(r) = \text{constant } j_i(\alpha r),
\]

where

\[
\alpha = \left[ \frac{2m}{h^2} \left( V_0 - |E| \right) \right]^{1/2}, \quad r < R.
\]

As discussed in (7.6.30), the exterior solution for \( r > R \), where \( V = 0 \), can be written as a linear combination of spherical Hankel functions. These are defined as follows:

\[
h_i^{(1)}(\rho) = j_i(\rho) + in_i(\rho)
\]

\[
h_i^{(1)*}(\rho) = h_i^{(2)}(\rho) = j_i(\rho) - in_i(\rho)
\]

which, from (A.5.15), have the asymptotic forms for \( \rho \rightarrow \infty \) as follows:

\[
h_i^{(1)}(\rho) \xrightarrow{\rho \rightarrow \infty} \frac{1}{\rho} e^{i\frac{\rho - (l+1)\pi}{2}}
\]

\[
h_i^{(1)*}(\rho) = h_i^{(2)}(\rho) \xrightarrow{\rho \rightarrow \infty} \frac{1}{\rho} e^{-i\frac{\rho - (l+1)\pi}{2}}.
\]

If we are interested in the bound-state energy levels of the three-dimensional square-well potential, where \( V(r) = 0, \ r > R \), we have

\[
u_i(r) = rA_i(r) = \text{constant } e^{-\kappa r} \left( \frac{1}{\kappa r} \right)
\]

\[
\kappa = \left( \frac{2m|E|}{h^2} \right)^{1/2}.
\]

To the extent that the asymptotic expansions, of which (A.5.19) give the leading terms, do not contain terms with exponent of opposite sign to that given, we have—for \( r > R \)—the desired solution from (A.5.20):

\[
A_i(r) = \text{constant } h_i^{(1)}(i\kappa r) = \text{constant } [j_i(i\kappa r) + in_i(i\kappa r)],
\]

where the first three of these functions are

\[
h_0^{(1)}(i\kappa r) = -\frac{1}{\kappa r} e^{-\kappa r}
\]

\[
h_1^{(1)}(i\kappa r) = i \left( \frac{1}{\kappa r} + \frac{1}{\kappa^2 r^2} \right) e^{-\kappa r}
\]

\[
h_2^{(1)}(i\kappa r) = \left( \frac{1}{\kappa r} + \frac{3}{\kappa^2 r^2} + \frac{3}{\kappa^3 r^3} \right) e^{-\kappa r}.
\]
Finally, we note that in considering the shift from free particles \([V(r) = 0]\) to the case of the constant potential \(V(r) = V_0\), we need only to replace the \(E\) in the free-particle solution [see (A.5.10) and (A.5.11)] by \(E - V_0\). Note, though, that if \(E < V_0\), \(h_l^{(1,2)}(ikr)\) is to be used with \(\kappa = \sqrt{2m(V_0 - E)/\hbar^2}\).

### A.6. HYDROGEN ATOM

Here the potential is

\[
V(r) = -\frac{Ze^2}{r} \tag{A.6.1}
\]

and we introduce the dimensionless variable

\[
\rho = \left(\frac{8m_e|E|}{\hbar^2}\right)^{1/2} r. \tag{A.6.2}
\]

The energy eigenfunctions and eigenvalues (energy levels) are

\[
\psi_{nlm} = R_{nl}(r) Y_{lm}^m(\theta, \phi)
\]

\[
R_{nl}(r) = -\left(\frac{2Z}{na_0}\right)^3 \left(\frac{n-l-1)!}{2n[(n+l)!]^3}\right)^{1/2} e^{-\rho^2/2} \rho^{L_{n+1}^{2l+1}}(\rho)
\]

\[
E_n = -\frac{Ze^2}{2n^2a_0} \quad \text{(independent of } l \text{ and } m) \tag{A.6.3}
\]

\[
a_0 = \text{Bohr radius} = \frac{\hbar^2}{me^2}
\]

\[
n \geq l + 1, \quad \rho = \frac{2Zr}{na_0}.
\]

The associated Laguerre polynomials are defined as follows:

\[
L^q_p(\rho) = \frac{d^q}{d\rho^q}L_p(\rho), \tag{A.6.4}
\]

where—in particular—

\[
L_p(\rho) = e^\rho \frac{d^p}{d\rho^p}(\rho^p e^{-\rho}) \tag{A.6.5}
\]

and the normalization integral satisfies

\[
\int e^{-\rho^2/2}\left[L_{n+1}^{2l+1}(\rho)\right]^2 \rho^2 d\rho = \frac{2n[(n+l)!]^3}{(n-l-1)!}. \tag{A.6.6}
\]
The radial functions for low $n$ are:

$$R_{10}(r) = \left( \frac{Z}{a_0} \right)^{3/2} 2e^{-Zr/a_0}$$

$$R_{20}(r) = \left( \frac{Z}{2a_0} \right)^{3/2} (2 - Zr/a_0) e^{-Zr/2a_0} \quad (A.6.7)$$

$$R_{21}(r) = \left( \frac{Z}{2a_0} \right)^{3/2} \frac{Zr}{\sqrt{3}a_0} e^{-Zr/2a_0}.$$

The radial integrals are

$$\langle r^k \rangle = \int_0^\infty dr \, r^{2+k} \, [R_{nl}(r)]^2,$$

$$\langle r \rangle = \left( \frac{a_0}{2Z} \right) [3n^2 - l(l + 1)]$$

$$\langle r^2 \rangle = \left( \frac{a_0^2 n^2}{2Z^2} \right) [5n^2 + 1 - 3l(l + 1)] \quad (A.6.8)$$

$$\langle \frac{1}{r} \rangle = \frac{Z}{n^2 a_0},$$

$$\langle \frac{1}{r^2} \rangle = \frac{Z^2}{[n^3 a_0^2 (l + \frac{1}{2})]}.$$
Proof of the Angular-Momentum Addition Rule
Given by Equation (3.7.38)

It will be instructive to discuss the angular-momentum addition rule from the quantum-mechanical point of view. Let us, for the moment, label our angular momenta, so that \( j_1 \geq j_2 \). This we can always do. From Equation (3.7.35), the maximum value of \( m \), \( m_{\text{max}} \) is

\[
m_{\text{max}} = m_1^{\text{max}} + m_2^{\text{max}} = j_1 + j_2.
\] (B.1.1)

There is only one ket that corresponds to the eigenvalue \( m_{\text{max}} \), whether the description is in terms of \( |j_1 j_2; m_1 m_2 \rangle \) or \( |j_1 j_2; j m \rangle \). In other words, choosing the phase factor to be 1, we have

\[
|j_1 j_2; j_1 j_2 \rangle = |j_1 j_2; j_1 + j_2, j_1 + j_2 \rangle.
\] (B.1.2)

In the \( |j_1 j_2; m_1 m_2 \rangle \) basis, there are two kets that correspond to the \( m \) eigenvalue \( m_{\text{max}} - 1 \), namely, one ket with \( m_1 = m_1^{\text{max}} - 1 \) and \( m_2 = m_2^{\text{max}} \) and one ket with \( m_1 = m_1^{\text{max}} \) and \( m_2 = m_2^{\text{max}} - 1 \). There is thus a twofold degeneracy in this basis; therefore, there must be a twofold degeneracy in the \( |j_1 j_2; j m \rangle \) basis as well. From where could this come? Clearly, \( m_{\text{max}} - 1 \) is a possible \( m \)-value for \( j = j_1 + j_2 \). It is also a possible \( m \)-value for \( j = j_1 + j_2 - 1 \)—in fact, the maximum \( m \)-value for this \( j \). So \( j_1, j_2 \) can add to \( j \)'s of \( j_1 + j_2 \) and \( j_1 + j_2 - 1 \).

We can continue in this way, but it is clear that the degeneracy cannot increase indefinitely. Indeed, for \( m_{\text{min}} = -j_1 - j_2 \), there is once again a single ket. The maximum degeneracy is \( (2 j_2 + 1) \)-fold, as is apparent.
TABLE B.1. Special Examples of Values of $m$, $m_1$, and $m_2$ for the Two Cases $j_1 = 2$, $j_2 = 1$ and $j_1 = 2$, $j_2 = \frac{1}{2}$. Respectively

<table>
<thead>
<tr>
<th>$j_1 = 2$, $j_2 = 1$</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
<th>$-1$</th>
<th>$-2$</th>
<th>$-3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>(2,1)</td>
<td>(1,1)</td>
<td>(0,1)</td>
<td>$(-1,1)$</td>
<td>$(-2,1)$</td>
<td>$(-2,0)$</td>
<td>$(-2,1)$</td>
</tr>
<tr>
<td></td>
<td>(2,0)</td>
<td>(1,0)</td>
<td>(0,0)</td>
<td>$(-1,0)$</td>
<td>$(-2,0)$</td>
<td>$(-2,1)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2, $-1$)</td>
<td>(1, $-1$)</td>
<td>(0, $-1$)</td>
<td>($-1, -1$)</td>
<td>($-2, -1$)</td>
<td>$(-2, -1)$</td>
<td></td>
</tr>
<tr>
<td>Numbers of States</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$j_1 = 2$, $j_2 = \frac{1}{2}$</th>
<th>$\frac{5}{2}$</th>
<th>$\frac{3}{2}$</th>
<th>$\frac{1}{2}$</th>
<th>$-\frac{1}{2}$</th>
<th>$-\frac{3}{2}$</th>
<th>$-\frac{5}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>(2, $\frac{1}{2}$)</td>
<td>($1, \frac{1}{2}$)</td>
<td>(0, $\frac{1}{2}$)</td>
<td>($-1, \frac{1}{2}$)</td>
<td>($-2, \frac{1}{2}$)</td>
<td>($-2, \frac{1}{2}$)</td>
</tr>
<tr>
<td></td>
<td>(2, $-\frac{1}{2}$)</td>
<td>($1, -\frac{1}{2}$)</td>
<td>(0, $-\frac{1}{2}$)</td>
<td>($-1, -\frac{1}{2}$)</td>
<td>($-2, -\frac{1}{2}$)</td>
<td>($-2, -\frac{1}{2}$)</td>
</tr>
<tr>
<td>Numbers of States</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

from Table B.1 constructed for two special examples: for $j_1 = 2$, $j_2 = 1$ and for $j_1 = 2$, $j_2 = \frac{1}{2}$. This $(2j_2 + 1)$-fold degeneracy must be associated with the $2j_2 + 1$ states $j$:

$$j_1 + j_2, j_1 + j_2 - 1, \ldots, j_1 - j_2.$$  \hfill (B.1.3)

If we lift the restriction $j_1 \geq j_2$, we obtain (3.7.38).
APPENDIX C

Mathematical Details of Coulomb Scattering Formalism

C.1. THE COULOMB SCATTERING AMPLITUDE $f_c(k, \theta)$

Let us go back to the differential equation (7.13.7). The theory of differential equations tells us that the only singularity in the finite $u$-plane is at $u = 0.$* (We want the solution that is regular at $u = 0$.) We examine $\chi(u)$ in the Laplace transform space, $t$:

$$\chi(u) = \int_{t_1}^{t_2} e^{ut} f(t) \, dt,$$

(C.1.1)

where the path of integration $t_1 \to t_2$ in the complex $t$-plane will be decided later. If we substitute $\chi(u)$ given by (C.1.1) into (7.13.7), we obtain

$$\int_{t_1}^{t_2} [ut^2 + (1 - u)t - i\gamma] f e^{ut} \, dt$$

$$= \int_{t_1}^{t_2} \left[ (t - i\gamma) + t(t - 1) \frac{d}{dt} \right] e^{ut} \, dt$$

$$= t(t - 1) e^{ut} [f]_{t_1}^{t_2} + \int_{t_1}^{t_2} \left[ (t - i\gamma) f - \frac{d}{dt} [t(t - 1) f(t)] \right] e^{ut} \, dt = 0,$$

(C.1.2)

where we have integrated by parts. If we assume that surface terms vanish, evidently

$$(t - i\gamma) f(t) - \frac{d}{dt} [(t - 1) t f(t)] = 0,$$

(C.1.3)

and we can easily obtain the solution for $f(t)$ as

$$f = A t^{i\gamma-1}(1 - t)^{-i\gamma},$$

(C.1.4)

where $A$ is some constant. As an interim summary we have [from (C.1.1)]

$$\chi(u) = A \int_C e^{ut} t^{\gamma-1} (1 - t)^{-i\gamma} \, dt, \quad \int_{t_1}^{t_2} \to \int_C.$$

(C.1.5)

---

*For the mathematical background, see E. T. Whittaker and G. N. Watson, A Course of Modern Analysis, 4th ed. (Cambridge, London: 1935), Chapter XVI.
Now we must choose $C$. Note that the integrand in (C.1.5) has branch points at $t = 0, 1$ in the complex $t$-plane; see Figure C.1. For the surface term in (C.1.2) to vanish, we require that the $t$ at the end points contain an imaginary part that goes to $+\infty$. This is because $u = ik(r - z) = ikr(1 - \cos \theta) = i\kappa$ and $\kappa > 0$. Hence,

$$e^{ut} \rightarrow e^{i\kappa t} \quad \text{as} \quad t \rightarrow a + i\infty.$$ 

and surface terms vanish. But there are lots of ways of reaching $t = a + i\infty$! The choice of $C$ indicated in Figure C.1a will give the correct asymptotic forms, as the actual calculations show [see (C.1.10)], and we will adopt this specific contour.

Let $s = ut$. Then (C.1.5) becomes

$$\chi(u) = A \int_{\overline{C}} \frac{ds}{u} e^{s} \left( \frac{s}{u} \right)^{i\gamma - 1} \left( \frac{u - s}{u} \right)^{-i\gamma}$$

$$= A \int_{\overline{C}} ds e^{s} s^{i\gamma - 1} (u - s)^{-i\gamma}, \quad (C.1.6)$$

where $\overline{C}$ is the $s$-plane contour depicted in Figure C.2a. We require that $\chi(u)$ is regular at $u = 0$; in fact, it is because

$$\chi(0) = (-1)^{-i\gamma} A \int_{\overline{C}} \frac{e^{s}}{s} ds = (-1)^{-i\gamma} A 2\pi i. \quad (C.1.7)$$

We now evaluate (C.1.6) for $u \rightarrow \infty$—the asymptotic limit—and show that the correct form is obtained. For the curve $C_1$ in Figure C.2b and for a fixed $s$, $s = -(s_0 \pm i\epsilon)$ and $s/u = -(s_0 \pm i\epsilon)/i\kappa$, but this is small for $\kappa \rightarrow \infty$. So, we can expand $(u - s)$ in powers of $s/u$. For the curve $C_2$ in

![Figure C.1](image)

**FIGURE C.1.** (a) Branch point at $t = 0, 1$ and simple straight-line branch cut between $(0, 1)$ in $t$-plane. (b) “Rubber-band distorted” branch cut between $(0, 1)$ and a possible contour $C$ for (C.1.5).
Figure C.2, $s = -s_0 + i(\kappa \pm \varepsilon)$; hence, $s/u = 1 - (s_0 \pm i\varepsilon)/\kappa \to 1$, so we cannot expand in powers of $s/u$. However, if we change variables $s \to s'$ here, where $s' = s - u$, then expansion about $s'/u$ is possible. Hence, the contour $\bar{C}$ is now replaced by the contour given in Figure C.2b and, further, $s \to s'$ takes $C_2 \to C_1$:

$$\int_{\bar{C}} ds = \int_{C_1} ds + \int_{C_2} ds = \int_{C_1} ds + \int_{s'} ds' \quad \text{(C.1.8)}$$

and

$$\chi(u) = A \int_{C_1} \{[e^{s^{i\gamma}}(u - s)^{-i\gamma}]ds + [e^{s'+u}(s' + u)^{i\gamma-1}(-s')^{-i\gamma}]ds'\}.$$  

(C.1.9)
Here \((s' + u)^{i\gamma-1}\) is clearly expandable in \(s'/u\), and—since \(s'\) is a dummy integration variable for the \(C_1\)-contour—we may write (C.1.9) more compactly as

\[
\chi(u) = A \left\{ u^{-i\gamma} \int_{C_1} e^{s}\left(1 - \left(\frac{s}{u}\right)^{i\gamma} \right) ds \right. \\
+ \left. e^{u} u^{i\gamma-1} (-1)^{-i\gamma} \int_{C_1} e^{s}\left(1 + \left(\frac{s}{u}\right)^{i\gamma-1} \right) s^{-i\gamma} ds \right\}. \tag{C.1.10}
\]

Note that the coefficients of the two integrals in (C.1.10), \(u^{-i\gamma}\) and \(e^{u} u^{i\gamma-1} (-1)^{-i\gamma}\), do have the correct asymptotic forms [see (7.13.9), (7.13.12), and (7.13.14)] for Coulomb scattering.

The leading terms in (C.1.10) are obtained when we let \(s/u \to 0\); then

\[
\chi(u) \sim 2\pi i A [u^{-i\gamma} g_1(\gamma) - (-u)^{i\gamma-1} e^{u} g_2(\gamma)]
\]

\[
2\pi i g_1(\gamma) = \int_{C_1} e^{s}s^{i\gamma-1} ds \tag{C.1.11}
\]

\[
2\pi i g_2(\gamma) = \int_{C_1} e^{s}s^{-i\gamma} ds.
\]

Integrating the expression for \(2\pi i g_2(\gamma)\) by parts, we have

\[
2\pi i g_2(\gamma) = \int_{C_1} e^{s}s^{-i\gamma} ds = e^{s}s^{-i\gamma} \bigg|_{-\infty + i\epsilon}^{\infty - i\epsilon} - (-i\gamma) \int_{C_1} e^{s}s^{-i\gamma-1} ds
\]

\[= + i\gamma g_1^*(\gamma) 2\pi i. \tag{C.1.12}
\]

Noting that \(-u = u^*\), we find

\[
\chi(u) \equiv 2\pi i A u^{-i\gamma} g_1(\gamma) \left[ 1 + \frac{(u^*)^{+i\gamma}}{u^{-i\gamma}} g_1^*(\gamma) i\gamma \frac{e^{u}}{u} \right]
\]

\[= 2\pi i A u^{-i\gamma} g_1(\gamma) \left[ 1 + e^{i\phi(k,u,\gamma)} i\gamma \frac{e^{u}}{u} \right], \tag{C.1.13}
\]

where we have noted that

\[
\frac{(u^*)^{+i\gamma}}{u^{-i\gamma}} g_1^*(\gamma) = \frac{[u^{-i\gamma} g_1(\gamma)]^*}{[u^{-i\gamma} g_1(\gamma)]} = e^{i\phi(k,u,\gamma)}. \tag{C.1.14}
\]

Using

\[
(u^*)^{i\gamma} = (-i)^{i\gamma} [k(r - z)]^{i\gamma} = e^{+\gamma\pi/2} e^{i\gamma \ln(k(r - z))}
\]

\[(u)^{-i\gamma} = (i)^{-i\gamma} [k(r - z)]^{-i\gamma} = e^{+\gamma\pi/2} e^{-i\gamma \ln(k(r - z))}. \tag{C.1.15}
\]
in going from \( \chi \rightarrow \psi \) [multiplication by \( e^{ikz} \) as in (7.13.4)], we obtain the normalized asymptotic \( \psi_k(r) \), which is given by Eq. (7.13.15).

### C.2. EVALUATION OF \( A_i^{(1)}(kr) \) AND \( A_i^{(2)}(kr) \) NECESSARY FOR THE PARTIAL WAVE ANALYSIS OF COULOMB SCATTERING

Let us note that

\[
e^{ikrt} e^{ikr(1-t)} = e^{ikr},
\]

\[
e^{ikrt} e^{-ikr(1-t)} = e^{-ikr} e^{2ikrt},
\]

so that

\[
A_i^{(1)}(kr) = \frac{A e^{ikr}}{2kr} \int_C E_i[kr(1-t)] d(t, \gamma) dt. \tag{C.2.2}
\]

Since \( d(t, \gamma) \sim t^{-2} \) for large \( |t| \) and \( E_i \sim t^0 \sim 1 \) and the only singularities in the \( t \)-plane are branch points \( t = 0, 1 \) and possible poles from \( E_i \) when its argument \( kr(1-t) \) vanishes, we close the contour \( C \) in the manner shown in Figure C.1b. This leads at once to

\[
A_i^{(1)}(kr) = 0, \tag{C.2.3}
\]

since—thinking of a stereographic projection of the complex plane on the unit sphere—the contour \( \overline{C} \) can be viewed as surrounding the region exterior to it, where there are no poles.

For \( A_i^{(2)}(kr) \), we have

\[
A_i^{(2)}(kr) = \frac{A e^{-ikr}}{2kr} \int_C E_i^*[kr(1-t)] e^{2ikrt} d(t, \gamma) dt. \tag{C.2.4}
\]

We play the same game as we did between (C.1.5) and (C.1.6). Let \( \tilde{s} = \sqrt{2}t \), where \( \sqrt{2}t = 2ikr \); then \( t = \tilde{s}/\sqrt{2}t \) and \( 1 - t = (\sqrt{2}t - \tilde{s})/\sqrt{2}t \), so

\[
A_i^{(2)}(kr) = \frac{iA e^{-\sqrt{2}t/\sqrt{2}t}}{\sqrt{2}t} \int_{\overline{C}} e^{\sqrt{2}t/\sqrt{2}t} (\sqrt{2}t - \tilde{s})^{i\gamma - 1} E_i^* \left( \frac{\sqrt{2}t - \tilde{s}}{2i} \right) d\tilde{s}, \tag{C.2.5}
\]

where \( \overline{C} \) is like Figure C.2a except that now the ends of the branch point in the \( \tilde{s} \)-plane are \( \tilde{s} = 0 \) and \( \tilde{s} = 2ikr \). We recall that \( \sqrt{2}t^* = -\sqrt{2}t \), and therefore

\[
A_i^{(2)}(kr) = iA e^{-\sqrt{2}t/\sqrt{2}t} \int_{\overline{C}} e^{\sqrt{2}t/\sqrt{2}t} (\sqrt{2}t - \tilde{s})^{i\gamma - 1} E_i^* \left( \frac{\sqrt{2}t - \tilde{s}}{2i} \right) d\tilde{s}
\]

\[= iA e^{-\sqrt{2}t/\sqrt{2}t} \int_{C_1} e^{\sqrt{2}t/\sqrt{2}t} (\sqrt{2}t - s)^{-i\gamma - 1} E_i^* \left( \frac{\sqrt{2}t - s}{2i} \right) d\tilde{s}\]
\[ + e^{s+\bar{u}}(s+\bar{u})^{i\gamma-1}(-s)^{-i\gamma-1}E_l^*\left(\frac{-s}{2i}\right)ds \]

\[ \equiv \frac{iA}{\bar{u}}\left(e^{-\bar{u}/2}\bar{u}^{-i\gamma}\int_{C_1} e^{s} s^{i\gamma-1} E_l^*\left(\frac{-s}{2i}\right)ds + e^{\bar{u}/2}\bar{u}^{i\gamma}\int_{C_1} e^{\bar{s}}(-s)^{-i\gamma-1} E_l^*\left(\frac{-s}{2i}\right)ds\right) \]

\[ \equiv \frac{A}{2kr}\left(e^{-\bar{u}/2}\bar{u}^{-i\gamma}\int_{C_1} e^{s} s^{i\gamma-1} \frac{1}{(-i)^{l+1}}ds - (e^{-\bar{u}/2}\bar{u}^{-i\gamma})^*\int_{C_1} e^{s} s^{i\gamma-1} E_l^*\left(\frac{-s}{2i}\right)ds\right), \tag{C.2.6} \]

where in the last equation we have used the asymptotic form in \( \bar{u} \) for \( E_l^* = (\bar{u}/2i) \) as given in (7.13.24). Note next that \( e^{-\bar{u}/2}\bar{u}^{-i\gamma} = e^{\pi\gamma/2}e^{-i(kr+\gamma\ln2kr)} \); hence, (C.2.6) becomes

\[ A_l^{(2)}(kr) = -\frac{Ae^{\pi\gamma/2}}{2ikr}\left\{e^{-i[kr-(ln/2)+\gamma\ln2kr]}2\pi i g_1(\gamma) - e^{i[kr-(ln/2)+\gamma\ln2kr]}2\pi i g_3(\gamma)\right\}, \tag{C.2.7} \]

where

\[ 2\pi i g_1(\gamma) = \int_{C_1} e^{s} s^{i\gamma-1}ds = \frac{2\pi i}{\Gamma(1-i\gamma)} \tag{C.2.8} \]

\[ 2\pi i g_3(\gamma) = i^{-1}\int_{C_1} e^{s} s^{-i\gamma-1}E_l^*\left(\frac{-s}{2i}\right)ds. \]

Note \( g_1(\gamma) \) and \( g_3(\gamma) \) are used in Eq. (7.13.28), and indeed lead to a real phase \( \eta(k) \).
SUPPLEMENT I

Adiabatic Change and Geometrical Phase

When the author died in 1982, this book was left in manuscript form; subsequently, there have been some new developments in quantum mechanics. The most important development is a definitive formulation of geometrical phases, introduced by M. V. Berry in 1983. The phase factors accompanying adiabatic changes are expressed in concise and elegant forms and have found universal applications in various fields of physics, thus giving a new viewpoint to quantum theory. We review here the physical consequences of these phases, which have in fact been used unconsciously in some cases already, by adding a supplement to the Japanese version of the text. (Here in the new English edition of Modern Quantum Mechanics we are providing a translation from Japanese of this supplement, prepared by Professor Akio Sakurai of Kyoto Sangyo University for the Japanese version of the book. The Editor deeply appreciates Professor Akio Sakurai’s guidance on an initial translation provided by his student, Yasunaga Suzuki, as a term paper for the graduate quantum mechanics course here at the University of Hawaii—Manoa.)

ADIABATIC THEOREM

Let us first consider a spin with magnitude $S$ in a uniform time-independent magnetic field. Due to the magnetic moment associated with the spin, the energy levels of this quantized system are split into $2S + 1$ levels. The state ket $|n\rangle$ with the $n$th energy eigenvalue $E_n$ undergoes a change in phase factor as (for a Hamiltonian constant in time)

$$|n\rangle \rightarrow e^{-iE_n t/\hbar} |n\rangle$$

(S.1)

in time evolution, as we learned in Chapter 2. This is the time development of the stationary state. We next change the direction of the magnetic field very slowly. Following the slowly varying magnetic field, the direction of the spin changes also. We keep its component in the direction of the magnetic field constant in time, however. Thus the initial quantum number $n$ does not change at all with the changing magnetic field. This is a typical example of the adiabatic theorem in quantum mechanics.

Generally speaking, the adiabatic theorem asserts that there should be mechanical invariants under the slow variation exerted externally on a mechanical system. The entropy in thermodynamic systems and action integral in classical mechanical systems are, like the quantum numbers in quantum mechanical systems, examples of adiabatic invariants. Here we
simply regard an adiabatic change as a time change that is very slow compared with the time for proper motion in each system (such as periods of oscillation).\footnote{For adiabatic invariants in classical periodic systems and Ehrenfest's adiabatic hypothesis, see S. Tomonaga, \textit{Quantum Mechanics I}. (Amsterdam: North-Holland Press, 1962).} We do not discuss how slow change can be regarded as an adiabatic change (see A. Messiah, \textit{Quantum Mechanics}, New York: Interscience, 1961, Chapter XVII). Our problem is to discuss how the state ket $|n\rangle$ of a quantum mechanical system changes under adiabatic changes. We find that apart from the simple extension of (S.1), there is another phase factor dependent upon the path of an adiabatic process. The general expression was clearly given by Berry (M. V. Berry, \textit{Proceedings of the Royal Society of London}. Vol. \textbf{A392} (1984), p. 45) in his seminal paper.

**BERRY'S PHASE**

We consider the Hamiltonian of the system with an external time-dependent parameter $\mathbf{R}(t)$ by denoting it as $H(\mathbf{R}(t))$. The ket $|n(\mathbf{R}(t))\rangle$ of the $n$th energy eigenstate corresponding to $\mathbf{R}(t)$ satisfies the eigenvalue equation at time $t$,

$$H(\mathbf{R}(t)) \ |n(\mathbf{R}(t))\rangle = E_n \ (\mathbf{R}(t)) \ |n(\mathbf{R}(t))\rangle \quad (S.2)$$

where the ket $|n(\mathbf{R}(t))\rangle$ has already been normalized. Let us make $\mathbf{R}$ evolve in time from $\mathbf{R}(0) = \mathbf{R}_0$. Suppose that the state ket is $|n(\mathbf{R}_0), t_0 = 0; t\rangle$ at time $t$. The time-dependent Schrödinger equation that the state ket obeys is

$$H(\mathbf{R}(t)) \ |n(\mathbf{R}_0), t_0; t\rangle = i\hbar \ \frac{\partial}{\partial t} \ |n(\mathbf{R}_0), t_0; t\rangle \quad (S.3)$$

where $t_0 = 0$. When the change of $\mathbf{R}(t)$ is slow enough, we expect from the adiabatic theorem that $|n(\mathbf{R}_0), t_0; t\rangle$ would be proportional to the $n$th energy eigenket $|n(\mathbf{R}(t))\rangle$ of $H(\mathbf{R}(t))$ at time $t$. Thus we represent it as

$$|n(\mathbf{R}_0), t_0; t\rangle = \exp \left\{ - \frac{i}{\hbar} \int_0^t E_n (\mathbf{R}(t')) dt' \right\} \ \exp(i\gamma_n(t)) \ |n(\mathbf{R}(t))\rangle \quad (S.4)$$

The first factor on the r.h.s. is the usual dynamical phase factor summing up all phase changes in stationary states [c.f. (2.6.7)]. On the other hand, by substituting (S.4) into (S.3), the second phase factor $\exp(i\gamma_n(t))$ is shown to be determined by
\[
\frac{d}{dt} \gamma_n(t) = i \langle n(R(t)) | \nabla_R n(R(t)) \rangle \frac{d}{dt} R(t).
\]  
(S.5)

Therefore, \( \gamma_n(t) \) is represented by a path integral in the parameter \((R-)\) space:

\[
\gamma_n(t) = i \int_{R_0}^{R(t)} \langle n(R(t')) | \nabla_R n(R(t')) \rangle \, dR(t')
\]  
(S.6)

where the path \( C \) of integration is that of the adiabatic process as the external parameter \( R \) changes from \( R_0 \) to \( R(t) \). We can see that \( \gamma_n \) is a real number by differentiating with respect to \( R \) both sides of the normalization condition:

\[
\langle n(R(t)) | n(R(t)) \rangle = 1
\]  
(S.7)

(\( \langle n | \nabla_R n \rangle \) is pure imaginary.) Since the integral (S.6) contains the derivative of the eigenstate \( \langle n | \nabla_R n \rangle \), the practical evaluation here might be expected to be complicated. However, if \( R \) describes a closed loop in parameter space returning to the starting point after time interval \( T \) (the periodicity), as is in the case of \( R(T) = R_0 \), the path integral becomes greatly simplified. First applying the Stoke’s theorem, we transform the line integral along the closed loop \( C \) to a surface integral over the surface \( S(C) \) enclosed by the closed loop \( C \):

\[
\gamma_n(C) = i \oint_C \langle n(R) | \nabla_R n(R) \rangle \, dR = - \iint_{S(C)} V_n(R) \cdot dS,
\]  
(S.8)

\[
V_n(R) = \text{Im} \, \nabla_R n \times \langle n(R) | \nabla_R n(R) \rangle
\]

\[
= \text{Im} \, \langle n(R) | \nabla_R n(R) \rangle \times \langle n(R) | \nabla_R n(R) \rangle
\]

\[
= \text{Im} \sum_{m \neq n} \langle n(R) | m(R) \rangle \times \langle m(R) | \nabla_R n(R) \rangle,
\]  
(S.9)

where we have used the vector identity:

\[
\nabla \times [f(x) \nabla g(x)] = (\nabla f(x)) \times (\nabla g(x)).
\]  
(S.10)

Suppose \( \langle n(R) \rangle \) is modified by some phase factor \( \exp[i\chi(R)] \). Then, even if the integrand of line integral (S.8) changes as

\[
\langle n(R) | \nabla_R n(R) \rangle \rightarrow \langle n(R) | \nabla_R n(R) \rangle + i \nabla_R \chi(R),
\]  
(S.11)

\( V_n(R) \) does not change because \( \nabla \times \nabla \chi = 0 \) (see Section 2.6 on gauge invariance). We have omitted the term \( m = n \) in the last line of (S.9) because
\( \langle n | \nabla_R n \rangle \) is purely imaginary. On the other hand, the off-diagonal matrix element \( \langle m | \nabla_R n \rangle \) is represented as follows. Multiplying \( \langle m | \) from the left to the equation
\[
(\nabla_R H(R)) \langle n(R) | + H(R) (\nabla_R | n(R) \rangle) = (\nabla_R E(R)) \langle n(R) | + E_n(R) | \nabla_R n(R) \rangle \quad (S.12)
\]
obtained by differentiating the eigenvalue equation (S.2) with respect to the external parameter \( R \), we get
\[
\langle m(R) | \nabla_R n(R) \rangle = \frac{\langle m(R) | \nabla_R H(R) | n(R) \rangle}{E_n - E_m}, \quad m \neq n. \quad (S.13)
\]
Therefore the integrand of the surface integral (S.8) is given by
\[
V_n(R) = \text{Im} \sum_{m \neq n} \frac{\langle n(R) | \nabla_R H(R) | m(R) \rangle \times \langle m(R) | \nabla_R H(R) | n(R) \rangle}{(E_m(R) - E_n(R))^2}.
\quad (S.14)
\]
Here we notice that the vector \( V_n(R) \) passing through the surface of the integral \( S(C) \) is expressed by the differential form of degree 2 of the Hamiltonian \( H(R) \). Knowledge of the state ket \( | n(R) \rangle \) itself is usually not needed to calculate \( V_n \) as we shall see later. To sum up, the state ket after one complete turn is expressed as
\[
| n(R_0), t_0 = 0; T \rangle = \exp(i\gamma_n(C)) \exp \left\{ - \frac{i}{\hbar} \int_0^T E_n(R(t')) dt' \right\} | n(R_0) \rangle, \quad (S.15)
\]
\[
\gamma_n(C) = - \int \int_{S(C)} V_n(R) \cdot dS. \quad (S.16)
\]
Here, \( \gamma_n(C) \) is called the Berry's phase, and comes from the adiabatic change of the external parameter. We shall next show that this phase is determined by the geometric properties in parameter space.

**DEGENERACY POINT AND SOLID ANGLE—GEOMETRICAL PHASE FACTOR**

Suppose that the nth energy eigenstate \( | n(R) \rangle \) is degenerate with the mth eigenstate \( | m(R) \rangle \) for an external parameter \( R^* \). Although the degeneracy
point $\mathbf{R}^*$ in the parameter space is by no means on the path of the actual adiabatic change, the existence of $\mathbf{R}^*$ is essential for the value of $\gamma_n(C)$. This is because the integrand $V_n(\mathbf{R})$ of $\gamma_n(C)$ is singular at $\mathbf{R}^*$, as is evident from (S.14).

Let us continue our discussion by taking as an example, the problem of the spin in a magnetic field mentioned earlier (spin magnitude $S$, and magnetic moment $g\mu S/\hbar$). When the magnetic field $\mathbf{B}(t)$ slowly changes its direction while keeping its magnitude constant, we denote the spin component as $S_{z'} = m\hbar$ ($m = -S, \ldots, +S$) along the direction of the magnetic field at each instance (taking this to be the positive direction of the $z'$-axis). Writing the Hamiltonian of this system as

$$H(\mathbf{B}) = -g\mu S \cdot \mathbf{B}(t)/\hbar,$$  \hspace{1cm} (S.17)

the energy eigenvalue is

$$E_m = -g\mu m B$$  \hspace{1cm} (S.18)

and

$$\nabla_B H(\mathbf{B}) = -g\mu S/\hbar.$$  \hspace{1cm} (S.19)

The degeneracy point is at the origin of the parameter space, $\mathbf{B} = 0$, where there are $2S + 1$ fold degeneracies. When we rotate the direction of the magnetic field $\mathbf{B}$ keeping its magnitude constant and bring it back to the initial direction again, the vector $\mathbf{B}$ goes around the closed loop on a sphere of radius $B$. Then the vector $V_m(\mathbf{B})$ can be expressed from (S.14) as

$$V_m(\mathbf{B}) = \text{Im} \sum_{m' \neq m} \langle m(\mathbf{B}) | S/\hbar | m'(\mathbf{B}) \rangle \times \langle m'(\mathbf{B}) | S/\hbar | m(\mathbf{B}) \rangle / B^2 (m' - m)^2.$$  \hspace{1cm} (S.20)

In order to make the calculation easier, let us take the $z$-axis of spin space to be the direction of the magnetic field ($z'$-axis direction). Since only the terms with $m' = m \pm 1$ contribute to the intermediate states, we use the expression (3.5.41) for the matrix element of the spin operator:

$$\langle S, m \pm 1 | S_{z'}/\hbar | S, m \rangle = \frac{1}{2} \sqrt{(S \mp m)(S \pm m + 1)},$$  \hspace{1cm} (S.21)

$$\langle S, m \pm 1 | S_{y'}/\hbar | S, m \rangle = \frac{\mp i}{2} \sqrt{(S \mp m)(S \pm m + 1)}.$$

By substituting (S.21) into (S.20), we obtain the components of the vector $V_m(\mathbf{B})$ as follows:

$$\left( V_m(\mathbf{B}) \right)_{x'} = 0, \left( V_m(\mathbf{B}) \right)_{y'} = 0, \left( V_m(\mathbf{B}) \right)_{z'} = \frac{m}{B^2}.$$  \hspace{1cm} (S.22)

---

Here spin magnitude $S$ is in unit of $\hbar$, while vector $S$ has dimension of $\hbar$.\footnote{Here spin magnitude $S$ is in unit of $\hbar$, while vector $S$ has dimension of $\hbar$.}
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**FIGURE S.1.** External parameter \( \mathbf{R} \)-space. For the adiabatic change of one turn along the closed loop \( \mathbf{C} \), the *geometrical phase* is given by the surface integral of the vector \( \mathbf{V}(\mathbf{R}) \) penetrating through the surface \( S(\mathbf{C}) \) surrounded by \( \mathbf{C} \) (right). This is proportional to the solid angle that the closed loop \( \mathbf{C} \) subtends at the degeneracy point \( \mathbf{R}^\ast \) (left).

Thus the vector \( \mathbf{V}(\mathbf{B}) \) is parallel to the magnetic field \( \mathbf{B} \) and penetrates normally through the spherical surface of the \( \mathbf{B} \)-space. Hence the phase \( \gamma_m(\mathbf{C}) \) is given by

\[
\gamma_m(\mathbf{C}) = -m \int \int_{S(\mathbf{C})} \frac{\mathbf{B}}{B^2} \cdot d\mathbf{B} = -m \int_C d\Omega = -m \Omega(\mathbf{C}) \quad (S.23)
\]

where \( \Omega(\mathbf{C}) \) is the *solid angle* which the closed circuit \( \mathbf{C} \) subtends at the degeneracy point. This simple expression for \( \gamma_m(\mathbf{C}) \) is dependent neither on the magnitude of the magnetic field nor on the spin which determines the dynamics of the system, but exclusively on the dimensionless quantum number \( m \) and the solid angle \( \Omega(\mathbf{C}) \). The phase factor \( \exp(i\gamma_m(\mathbf{C})) \) accompanying the adiabatic change along the closed loop is regarded as a *geometrical phase factor* associated with the degeneracy point that is singular. Figure S.1 illustrates this integral for the geometrical phase in the parameter space.

According to (S.23), the state ket changes its sign if \( m\Omega(\mathbf{C}) = \pm \pi \) after one round trip of an adiabatic process. We notice that this is the case not only for fermions with \( m = \) half integer but also for bosons with \( m = \) integer.

**EXPERIMENTAL VERIFICATION**

The experiment to verify (S.23) has been performed by letting polarized neutrons pass through a coil which produces a spiral magnetic field inside. The neutrons, having passed through one complete period of the spiral
field after time interval $T$, feel the same field as the initial ones. The solid angle on the r.h.s. of (S.23) can be continuously changed by changing the ratio of the magnitude of the spiral field to the magnitude of another field applied along the direction of the spiral axis. Let us assume that the initial spin of neutrons is in a mixed state of two eigenstates: parallel and anti-parallel to the field. Under an adiabatic change the ratio of the numbers of these two states is preserved. The neutrons passing through the inside of the coil proceed while rotating their spins in the plane perpendicular to the field whose direction changes along the course [see (3.2.20)]. After passing through one period of the spiral field, the Berry's phase $\mp \Omega/2$ is added according to (S.23) to the phases of the spin eigenstates parallel or anti-parallel to the field. As mentioned in Section 3.2, twice as many of them contribute to the rotational angle of the spin expectation value. Therefore, besides the dynamical phase, the contribution from geometrical phase is added in the total angle of spin rotation, $\phi$, during one period of the field. To wit,

$$\phi = g \mu B T / \hbar + \Omega.$$  \hspace{1cm} (S.24)

The value of $\phi$ is obtained from the measurement of the neutron polarization. The measured value of $\Delta \phi = \phi - g \mu B T / \hbar$ closely agrees with $\Omega$ determined by the experimental condition (the ratio of the fields for two directions). Thus, the validity of (S.23) for the Berry’s phase was confirmed (see Fig. S.2). This experiment was performed by T. Bitter and D. Dubbers in 1987.

**FIGURE S.2.** Experimental data showing the existence of the geometrical phase. The shift $\Delta \phi$ in the rotation angle of the spin of neutrons that have passed the spiral magnetic field is almost equal to the solid angle $\Omega$ determined by the applied fields. The solid line is the prediction of the theory.
GENERAL CONSIDERATION OF TWO-LEVEL CROSSING

For general cases with external parameter \( \mathbf{R} = (x, y, z) \), the same situation as the above example of spin in the field can be realized around the degeneracy point \( \mathbf{R}^* \) if there are some crossing levels. Choosing \( \mathbf{R}^* \) as the origin of the parameter space, we suppose that the energy eigenstates \( |+(\mathbf{R})\rangle \) and \( |-\langle \mathbf{R} \rangle\rangle \) are degenerate at \( \mathbf{R}^* = 0 \). Taking each eigenvalue to be such that \( E_+(\mathbf{R}) \geq E_- (\mathbf{R}) \), we measure energy from the degeneracy point. We expand the Hamiltonian \( \mathbf{H}(\mathbf{R}) \) around the origin up to the first order in \( \mathbf{R} \), and perform an appropriate linear transformation. Then the general Hamiltonian connecting the two levels is expressed by a \( 2 \times 2 \) Hermitian matrix;

\[
\mathbf{H}(\mathbf{R}) = \frac{1}{2} \begin{pmatrix} Z & X - iY \\ X + iY & -Z \end{pmatrix} = \frac{1}{2} \mathbf{R} \cdot \mathbf{\sigma}. \tag{S.25}
\]

The energy eigenvalues are \( E_\pm(\mathbf{R}) = \pm \frac{1}{2} \mathbf{R} \) and the two levels conically cross at the degeneracy point. \( \mathbf{V}_{\mathbf{R}} \mathbf{H}(\mathbf{R}) \) is equal to \( \frac{1}{2} \mathbf{\sigma} \). These expressions are the same as those of the case \( m = \pm \frac{1}{2} \) for the spin in the field. Therefore, by integrating over surface \( S \)

\[
\mathbf{V}_\pm(\mathbf{R}) = \pm \frac{\hat{\mathbf{R}}}{2|\mathbf{R}|^2}, \tag{S.26}
\]

the geometrical factor for general two-level crossing is obtained as:

\[
\exp(i\gamma_\pm(\mathbf{C})) = \exp \left\{-i \int_{S(\mathbf{C})} \mathbf{V}_\pm(\mathbf{R}) \cdot dS \right\} = \exp \left\{ \mp \frac{i}{2} \Omega(\mathbf{C}) \right\}. \tag{S.27}
\]

As before, \( \Omega(\mathbf{C}) \) is the solid angle of the closed loop (adiabatic path) \( \mathbf{C} \), at the degeneracy point \( \mathbf{R}^* \).

We notice here that the expression (S.26) for the vector \( \mathbf{V}_\pm(\mathbf{R}) \) is equivalent to the magnetic field (2.6.74) produced by a magnetic monopole placed at the origin. The singularity of the degeneracy point in the parameter space is structurally the same as that of a magnetic monopole, and the magnetic field by a magnetic monopole is regarded as determining the geometrical phase. We can exploit further the analogy to the magnetic field; for example, in comparing the two following relations

\[
\mathbf{B}(\mathbf{r}) = \nabla \times \mathbf{A}(\mathbf{r}) \tag{S.28}
\]

\[
\mathbf{V}(\mathbf{R}) = \text{Im} \, \mathbf{\nabla}_\mathbf{R} \times \langle n(\mathbf{R}) | \mathbf{\nabla}_\mathbf{R} n(\mathbf{R}) \rangle, \tag{S.29}
\]
we can interpret \( \langle n(R) \mid \nabla_R n(R) \rangle \) as a kind of vector-potential caused by the singularity at the degeneracy point. As we have shown in (S.11), this quantity is gauge dependent, but \( V(R) \), which corresponds to the magnetic flux density, \( B \), is gauge-invariant.

**AHARANOV-BOHM EFFECT REVISITED**

In Section 2.6 we studied some examples where integrals along paths determine the phase factors. Among them the effect of electric as well as gravitational fields gives rise to dynamical phase factors. On the other hand, the Aharonov-Bohm effect due to the magnetic field can be shown to be just a consequence of a geometrical phase factor.

Let a small box confining an electron (charge \( e < 0 \)) make one turn along a closed loop \( C \), which surrounds a magnetic flux line \( \Phi_B \) (see Fig. S.3). We take as \( R \) the vector connecting the origin fixed in the space and a reference point in the box. In this case the vector \( R \) is an external parameter in the real space itself. By using the vector-potential \( A \) to describe the magnetic field \( B \), the nth wave function of the electron in the box (position vector \( r \)) is written as

\[
\langle r \mid n(R) \rangle = \exp \left\{ \frac{ie}{\hbar c} \int_R^n A \cdot dR \right\} \psi_n (r-R) \quad (S.30)
\]

where \( \psi_n(r') \) is the wave function of the electron at the \( r' \) position coordinates of the box in the absence of magnetic field. Then, in the presence

![Diagram](image.png)

**FIGURE S.3.** The Aharonov-Bohm Effect. Electron in a box takes one turn around a magnetic flux line.
of magnetic field, we can easily calculate the derivative of the wave function with respect to the external parameter to obtain

\[
\langle n(R) \mid \nabla_R n(R) \rangle = \int d^3 x \psi_n^* (r - R) \\
\times \left\{ -\frac{ie}{\hbar c} A(R) \psi_n(r - R) + V_R \psi_n(r - R) \right\} = -\frac{ieA(R)}{\hbar c}.
\] (S.31)

The second term under the integral vanishes for the electron in the box. From (S.6) and (S.31) we see that the geometrical phase is given by

\[
\gamma_n(C) = \frac{e}{\hbar c} \oint_C A \cdot dR = \frac{e}{\hbar c} \int \int_{s(C)} B(R) \cdot dS = \frac{e}{\hbar c} \Phi_B.
\] (S.32)

This result is just the expression (2.6.70) of the Aharonov-Bohm effect obtained earlier in Chapter 2.

**COMPLEX SYSTEM AND ADIABATIC POTENTIAL**

Up to now, the quantity \( R \) that changes adiabatically is an external parameter. A more interesting question is to treat quantum mechanically some complex system made up of two constituent systems, where an adiabatically changing quantity is contained in the system as an internal dynamical variable. We shall discuss how the appearance of the Berry’s phase in one of the constituent systems reversely influences the other constituent that moves slowly. The former can respond quickly to an adiabatic change caused by the latter. For background, let us first consider the problem of a polyatomic molecule which is composed of electrons and nuclei, a typical example of a complex system. When calculating the energy levels of rotation and vibration of a molecule, we shall apply a method that has been used for many years.

Consider the case of a diatomic molecule; we write the Hamiltonian of the complex system as

\[
H_T = H_N(R) + H_{el}(r_1, \ldots, r_N) + V(R, r_1, \ldots, r_N),
\] (S.33)

where \( R \) is the relative position coordinate between the two nuclei, \( r_1, r_2, \ldots, r_N \) the \( N \)-electron coordinates, and the center of mass of the molecule is chosen at the origin. The first, second, and third terms of the Hamiltonian correspond to the kinetic energy of nuclei, the energy of the electron system, and the interaction energies among nuclei themselves and between nuclei and electrons respectively. Since the nuclei with heavy mass move relatively slowly and electrons with light mass move quickly, we can use an **adiabatic approximation** here. We first fix the position of the nuclei
and determine the eigenstate of electrons \( |n(R)\rangle \) corresponding to the fixed configuration of the nuclei

\[
\{H_{el}(r_1, \ldots, r_N) + V(R, r_1, \ldots, r_N)\} |n(R)\rangle = U_n(R) |n(R)\rangle,
\] (S.34)

where \( U_n(R) \) is the energy of the nth eigenstate. We next approximate the state ket of the complex system in the form of a product of the nucleus ket \( |A\rangle \) and the electron ket

\[
\Psi = |A\rangle |n(R)\rangle.
\] (S.35)

Substituting this into the Schrödinger equation \( H_T \Psi = E\Psi \) of the complex system, we obtain

\[
(H_N(R) + U_n(R)) |A\rangle |n(R)\rangle = E_n |A\rangle |n(R)\rangle.
\] (S.36)

Since \( H_N(R) \) is the differential operator with respect to coordinates of the nuclei \( R \), it will operate on both the nucleus state ket \( |A\rangle \) and the electron state ket \( |n(R)\rangle \). However, we can ignore the derivative term of electron state ket with respect to \( R \), as long as the amplitude of the relative motion of the two nuclei is small compared to the equilibrium distance between them. This approximation is the so-called Born-Oppenheimer approximation. Equation (S.36) then leads to a simple eigenvalue equation that involves only the coordinates of the nuclei, as follows:

\[
(H_N(R) + U_n(R)) |A\rangle = E_n |A\rangle.
\] (S.37)

In the above equation the effective potential \( U_n(R) \) that determines the motion of the nuclei is called adiabatic potential. It is the sum of the Coulomb repulsive force between nuclei and the energy of electrons for fixed \( R \). \( U_n(R) \) is obtained for each level of the electron system. The minimum \( U_n(R) \) gives approximately the equilibrium distance between nuclei about which the molecule vibrates and rotates. The corresponding energy levels are given approximately by

\[
E_n \equiv \hbar \omega_n (N + \frac{1}{2}) + \frac{\hbar^2 L(L + 1)}{2I_n}
\] (S.38)

\[
N = 0,1,2, \ldots, L = 0,1,2, \ldots,
\]

where \( \omega_n \) stands for the angular frequency determined by the curvature at the minimum of \( U_n(R) \) and \( I_n \) is the moment of inertia of the molecule. If the two nuclei are identical, \( L \) is further limited to be an even or odd number by permutation symmetry.
DYNAMICAL JAHN-TELLER EFFECT

Our object is to investigate the role of the geometrical phase in a complex system. To this end, let us consider the case in which the electronic states are degenerate for a certain space configuration \( R^* \) of the nuclei; that is, for a case such that the adiabatic potentials satisfy

\[
U_n(R^*) = U_m(R^*) \tag{S.39}
\]

and cross one another at \( R^* \). Let us remember that an adiabatic change of one turn around the degeneracy point \( R^* \) in the \( R \)-space causes a geometrical phase. Thus for the case of the diatomic molecule where the distance associated with the nuclei is a single one-dimensional parameter in determining the electron state, this is not enough to discuss the Berry's phase. We need to consider tri-atomic molecules (ions) or a group of atoms in a crystal. Here we use the latter one as an example for discussion purpose. Generally in crystals the electronic states in the crystal fields (e.g., a pair of \( d \)-orbital states) are often degenerate in energy for certain atomic configurations of high symmetry. Then, in most cases, the crystal becomes slightly distorted to assume a lower symmetric configuration, and thus moves in a more stable state by lowering its electronic energy. This phenomenon is what is called the Jahn-Teller effect. To make the argument simpler, consider the electronic state of the central ion surrounded by four atoms in a plane. Suppose that the four atoms are placed in a square configuration, for which electronic states \( |a\rangle \) and \( |b\rangle \) extending their orbitals in different directions respectively are degenerate. The deformation of the lattice then removes the two-fold degeneracy. Displacements of atoms from the equilibrium position, taken on the square lattice points, are expressed in terms of the normal modes of vibration. Among the several possible normal modes, we look at the two independent modes A and B as shown in Fig. S.4, which couple with the degenerate electronic states. Suppose that A and B have the same eigen frequency, \( \omega \), and we denote their normal coordinates as \( Q_a \) and \( Q_b \), respectively. On the other hand, the

**FIGURE S.4.** Distortion of lattices causing dynamical Jahn-Teller effect. Two normal modes, \( Q_a \) and \( Q_b \), are shown.

\[\text{\footnotemark} \]

\[\text{\footnotemark}^*\text{Our explanation for the Jahn-Teller effect is not exact but conceptual.}\]
electron system is described by a linear-combination of the two degenerate levels

\[ |\alpha\rangle = C_a |a\rangle + C_b |b\rangle. \] (S.40)

Then the effective Hamiltonian of the normal vibration, which couples with the electron system, can be written in the form of

\[ \frac{P_a^2 + P_b^2}{2\mu} + \frac{\mu \omega^2}{2} (Q_a^2 + Q_b^2) - K \begin{pmatrix} -Q_a \\ Q_b \\ Q_a \end{pmatrix} \] (S.41)

where \( P_a \) and \( P_b \) are the conjugate momenta to \( Q_a \) and \( Q_b \), respectively; \( \mu \) is the effective mass of the normal vibration and \( K \) is the strength of the coupling between electrons and lattices. The matrix that represents the interaction operates on the electron state vector \((c_e)^T\). We have expressed the interaction by the first order terms of the normal coordinates, \( Q_a \) and \( Q_b \), assuming that the vibration of the atomic displacement is small. For normal coordinates written as

\[ Q_a = \rho \cos \theta, \ Q_b = \rho \sin \theta, \] (S.42)

the eigenenergy \( \epsilon \) and the eigenket of the electron system are obtained by solving

\[ -K\rho \begin{pmatrix} -\cos \theta & \sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} C_a \\ C_b \end{pmatrix} = \epsilon \begin{pmatrix} C_a \\ C_b \end{pmatrix} \] (S.43)

as

\[ \epsilon = \pm K\rho \] (S.44)

\[ |+ (\theta)\rangle = \cos \frac{\theta}{2} |a\rangle - \sin \frac{\theta}{2} |b\rangle \]

\[ |- (\theta)\rangle = \sin \frac{\theta}{2} |a\rangle + \cos \frac{\theta}{2} |b\rangle. \] (S.45)

From (S.41) and (S.44) the adiabatic potential for the normal coordinates is given by the two-valued function

\[ V_{ad}^\pm (\rho) = \frac{1}{2} \mu \omega^2 \rho^2 \pm K\rho. \] (S.46)

If one illustrates the surface of the adiabatic potential as a function of \( Q_a \) and \( Q_b \), a “Mexican hat” shape like Fig. S.5 emerges. The potential consists of two axially-symmetric surfaces and assumes a minimum value at \( \rho_0 = K/\mu \omega^2 \).
Here we notice that the electron state kets \((S.45)\) change sign for rotation by \(2\pi\) around the symmetry axis:

\[
|\pm (\theta = 2\pi)\rangle = (-1) |\pm (\theta = 0)\rangle.
\] (S.47)

Formally, this is the same as the rotation of the spin with \(S = \frac{1}{2}\) discussed in Section 3.2, since the sinusoidal dependence of the ket on the rotation in \((S.45)\) is given by just one half of the rotation angle, \(\theta/2\). Naturally, in our case, it is the \textit{orbital state} ket of the electron system that has changed sign and thus has nothing to do with spins. The factor \((-1)\) on the r.h.s. of \((S.47)\) is easily shown to be just the Berry’s phase factor. Here the origin of the \(Q_a\text{ and }Q_b\)-plane is a degeneracy point of the electron system. When the vector \((Q_a, Q_b)\) describing the state of the lattice deformation circulates once around this origin, the corresponding “solid angle” amounts to \(2\pi\).

Therefore, from the general expression \((S.27)\) the electron state ket is multiplied by the geometrical phase factor \(\exp(\mp i\pi/2) = -1\). It is to be noted that as early as in 1963, this kind of Berry’s phase was already taken into account in a very natural way by G. Herzberg and H. C. Longuet-Higgins, when they solved the problem of a coupled system with degeneracy while studying poly-atomic molecules.

As shown here, for such an electron-lattice system in which degenerate electronic states couple to two lattice vibrational modes, a minimum of the adiabatic potential does not form a well but a continuous valley. Thus, the dynamical deformation of the lattice and the corresponding adiabatic state change of the electron system are both incorporated. This is the so-called \textbf{dynamical Jahn-Teller effect}. Now, let us consider the dynamical motion of the normal coordinates \((Q_a, Q_b)\) (that is, \((\rho, \theta)\)) under the adiabatic potential \((S.46)\) and find the influence of the Berry’s phase on the dynamics. The two-dimensional Schrödinger’s equation to be solved is

\[
\left\{-\frac{\hbar^2}{2\mu} \left(\frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial^2}{\partial \theta^2}\right) + V_{ad}^\pm (\rho)\right\} \Psi(\rho, \theta) = E \Psi(\rho, \theta),
\] (S.48)
where the wave function $\Psi(\rho, \theta)$ is expressed by the product of the nucleus piece $\phi_{\pm}(\rho, \theta)$ and the electron state ket

$$\Psi(\rho, \theta) = \phi_+(\rho, \theta) \ | + (\theta) \rangle + \phi_-(\rho, \theta) \ | - (\theta) \rangle. \quad \text{(S.49)}$$

The adiabatic potential written as $V_{ad}^\pm$ in (S.48) is to be understood as acting on $\phi_+$ in $\Psi(\rho, \theta)$ for $V_{ad}^+$ and on $\phi_-$ for $V_{ad}^-$. Since (S.48) is a differential equation with separable variables we can solve it by choosing the nucleus wave function as

$$\phi_{\pm}(\rho, \theta) = f_{\pm}(\rho) \ e^{i j \theta}. \quad \text{(S.50)}$$

Here the most important point is that the state function $\Psi(\rho, \theta)$, which describes the whole coupled system consisting of electrons and lattices, must remain a single valued function. The state ket of the electron system changes sign when $\theta$ is rotated by $2\pi$. Therefore, in order to cancel this sign change, $\phi_{\pm}(\rho, \theta)$ must change its sign as well to preserve the single-valued nature of $\Psi(\rho, \theta)$! From this requirement we conclude that $\exp(i j 2\pi) = -1$, that is

$$j = (l + \frac{1}{2}) = \text{half integer}, \ (l = \text{integer}). \quad \text{(S.51)}$$

The presence of the Berry’s phase has changed the quantum number that characterizes the motion of atoms, from the usual integer number to half integer one.\footnote{A general discussion is given using path integral method and action in H. Kuratsuji and S. Iida, \textit{Prog. Theor. Phys.} \textbf{74} (1985), p. 439 concerning how Berry’s phase modifies the quantization condition of dynamical variables.}

If two adiabatic levels are well separated, we are allowed to solve the equation (S.48) by ignoring the mixing between $\phi_+(\rho, \theta) \ | + (\theta) \rangle$ and $\phi_-(\rho, \theta) \ | - (\theta) \rangle$. Then the low energy excitations in the potential valley is approximately expressed by

$$E_{nj} \equiv (n + \frac{1}{2}) \hbar \omega + \frac{\hbar^2 (j^2 + \frac{1}{4})}{2 \mu \rho_o^2}. \quad \text{(S.52)}$$

$n$: integer, $j$: half integer

The result is just the sum of the energies of vibration along the radial direction and those of rotation in the plane of the normal mode coordinates. (The factor $\frac{1}{4}$ in the numerator of the second term comes from the electron system.) In the picture of lattice deformation they are the energies related to oscillation of the \textit{magnitude} of the atomic displacement and transformation of the deformation \textit{patterns}, respectively. These kinds of energy levels have been well analyzed experimentally through spectral measurements for ions in crystals and poly-atomic molecular gases and also through several physical measurements on matter. So scientists in these fields have
been familiar with the half-integer quantization which appears in rotational levels for sometime. After Berry’s paper, the precise spectral experiment on a tri-atomic molecular gas, Na$_3$ was repeated again in 1986, and the half-integer quantization was reconfirmed by G. Delacretaz et al.

**UNIVERSALITY OF GEOMETRICAL PHASE**

So far we have discussed a geometrical phase called the Berry’s phase by taking quantum-mechanical systems as example. However, let us notice that the Planck’s constant is lost in the general expression giving the phase in (S.27). In this respect it is totally different from the dynamical factor (2.6.7) discussed in Chapter 2. Therefore, although the original derivation by Berry is based on quantum mechanics, the geometrical phase factor itself is expected to be universal, regardless of quantum-mechanical systems or classical-mechanical ones. The question is then, where can we find a geometrical phase in a classical system effected by an adiabatic change?

Detection of the Berry’s phase has been done for light, which is on the one hand very quantum-mechanical and relativistic, but on the other hand also describable by classical electrodynamics. By letting linearly polarized light pass through the inside of a spirally-twisted optical fiber, one observes the rotation of its polarization plane. According to quantum theory a photon is a particle with spin one, and the spin in an eigenstate is either parallel to the direction of propagation or anti-parallel to it. (This leads to the *helicity* eigenvalue being +1 or −1 respectively.) Each eigenstate is a circularly polarized light with a rotational direction opposite to each other. When the linearly-polarized light, which is a combination of these two states, passes through the inside of a once-twisted optical fiber, the propagation vector (the relevant quantity for an adiabatic change here) describes a closed circuit. (At the same time the spin also rotates.) As a result the different Berry’s phase is added to each component of the combination state, so that the polarization plane of light rotates. In the 1986 experiment performed by Chiao, Wu, and Tomita, the agreement between the rotational angle of the polarization plane and the solid angle determined by the degree of twist of the optical fiber was confirmed. On the other hand, the effect can also be explained by classical electrodynamics as a result of integration of continuous *parallel transformation* of the electric field vector inside the optical fiber. Although the directions of light at the entrance and the exit are parallel, a difference between the polarization planes is produced for the optical fiber which is twisted in the middle.

Furthermore, even for a classical-mechanical system a geometrical phase factor emerges when we oscillate a conical pendulum on the revolving earth. Seen from the rest coordinate system the time needed for change
in the gravity direction at a certain place on the revolving earth is very much larger than the period of the conical pendulum. That is, the direction of the gravity acting on the pendulum *adiabatically* changes as the earth rotates. Let us take the rotational angular velocity of the pendulum in the orbital plane to be $\omega$. In the total rotational angle $\theta$ of the conical pendulum after one day (earth period of revolution = $T$) a deviation by $\Delta \theta$ from the simply predicted value $\omega T$, a dynamical angle, is realized. That is,

$$\theta = \omega T + \Delta \theta.$$  \hspace{1cm} (S.53)

The shift $\Delta \theta$ is dependent on the latitude of the measurement point but is independent of the gravity and the length of the string which govern the motion of the pendulum. This is after all a geometrical phase and is generally called the **Hannay's angle**.

So the phenomenon is quite similar to the rotation of a quantum spin in a varying magnetic field. Let us compare the two expressions for the total rotational angles in these two cases, (S.24) and (S.53). We may speculate that $\Delta \theta = \Omega$. For the conical pendulum, *this is the case*. The Hannay's angle is equal to the solid angle subtended at the center of the earth by the closed circuit which the gravity vector acting on the pendulum draws following the rotation of the earth. This is a geometrical phase in classical mechanics corresponding to the Berry's phase in quantum mechanics.

In this way geometrical phases accompanying adiabatic changes appear in various systems such as oscillating systems, optical systems, spin systems, molecular systems, and so on, regardless of whether we are dealing with classical or quantum mechanics. In solid state physics, this kind of argument has also been used to explain the quantum Hall effect besides the dynamical Jahn–Teller effect discussed above. Last but not least Berry's phase has also impacted field theory. Without prior knowledge of the geometrical phase, it has nevertheless been possible to accommodate such a phase naturally into theories if one treats precisely Schrödinger's equation, Newton's equation, Maxwell's equations, and the path-integrals. However, we can conclude by saying that our understanding of quantum mechanics has been deepened since the existence of geometrical phases was explicitly revealed.
SUPPLEMENT II

Non-Exponential Decays

Radioactive nuclei furnish us with one of the best known examples of unstable, or decaying, systems. The assumption that the radioactive decay of any nucleus is a random process, and, furthermore, that even in a large sample each nucleus decays independently, leads to the familiar exponential decay law,

\[ N(t) = N(t_0)e^{-\lambda(t-t_0)}, \] (T.1a)

where \( N(t) \) is the number of nuclei that have not decayed after a time \( t \), and \( \lambda \) is a constant determined by the properties of the individual nucleus. Since the fluctuations in (T.1a) are small only when the number of nuclei is large, we can rephrase the radioactive decay law as a probabilistic statement: The probability that any particular nucleus will not undergo a decay in a time interval between \( t_0 \) and \( t \) is given by

\[ P(t) = e^{-\lambda(t-t_0)}, \quad t > t_0 \] (T.1b)

The quantity \( P(t) \) may be called the survival probability. Notice that \( P(t_0) = 1 \); this is the statement of our knowledge that the nucleus under examination had not decayed at \( t = t_0 \). Here, we investigate the form of \( P(t) \) for quantum mechanical systems. This is necessary because within the framework of quantum mechanics, probabilities are derived from fundamental probability amplitudes, so that it is not a priori obvious that the assumptions leading to (T.1) can be consistently incorporated.

In keeping with our intuitive notions, we will say that a quantum system is in an unstable state if the survival probability for that state reduces to zero monotonically with time.\(^1\) If the state vector of the system at time \( t \) is given by \( |q_i, t\rangle \) (here, \( q_i \) denote all quantum numbers necessary to specify the state), the survival probability \( P(t) \) is given in terms of the survival amplitude (c.f. the analogous discussion in Chapter 2 of text),

\[ a(t) = \langle q_i, t_0|q_i, t\rangle = \langle q_i, t_0|U(t, t_0)|q_i, t_0\rangle, \] (T.2)

by

\[ P(t) = |a(t)|^2. \] (T.3)

\(^1\)It is important to stress the requirement of monotonicity, since it is possible to find examples where the survival probability exhibits an oscillatory behavior (see, e.g., Rabi oscillations, Sec. 5.5 of text. Notice that the oscillatory behavior persists even when the external potential is time independent).
For an isolated system, the Hamiltonian is time independent, and
the unitary operator $U(t, t_0)$ in (T.2) that evolves the states from an initial
time $t_0$ to a later time $t$ is given by $U(t, t_0) \equiv e^{-iH(t-t_0)/\hbar}$. We thus see that
if $|q_i, t\rangle$ is a normalized stationary state so that it has a definite value of
energy, $a(t)$ is a pure phase and $P(t) = 1$.

Although an unstable state of a quantum mechanical system cannot
be represented as one of the energy eigenkets, the assumption of comple-
teness of the eigenkets of the Hamiltonian tells us that we can represent
the unstable state as a linear superposition over these eigenkets with time-
dependent complex coefficients; that is,

$$|q_i, t\rangle = S_{\epsilon} |\epsilon, t\rangle \langle \epsilon | q_i, t_0\rangle.$$  \hspace{1cm} (T.4)

Here, $S$ denotes a summation (integration) over the discrete (continuous)
part of the spectrum of $H$. We can thus write (T.2) as,

$$a(t) = S_{\epsilon} e^{-it\epsilon t_0/\hbar} |\epsilon | q_i, t_0\rangle|^2.$$  \hspace{1cm} (T.5)

It is reasonable to suppose that the unstable states are orthogonal
to the (normalizable) discrete eigenstates of the Hamiltonian which, as we
argued above, cannot decay. We will, therefore, assume that unstable states
are associated with the continuum states of the Hamiltonian. This is in
keeping with our intuitive expectation from the fact that an unstable particle
decays only to continuum states; that is, the unstable state has non-van-
ishing projections only on continuum states into which it can decay. In this
case, the survival amplitude in (T.5) can be written as the Fourier trans-
form,

$$a(t) = \int d\epsilon e^{-it\epsilon \hbar} \rho(\epsilon),$$  \hspace{1cm} (T.6)

of a real non-negative function

$$\rho(\epsilon) \equiv |\langle \epsilon | q_i, t_0\rangle|^2,$$  \hspace{1cm} (T.7)

where (for later convenience) we have set $t_0 = 0$.

Notice that $<\epsilon | q_i\rangle$ is just the wave-function for the decaying state in
the energy representation, so that $\rho(\epsilon)$ is just the probability density that
an energy measurement of this state yields a value $\epsilon$. If $\rho(\epsilon)$ has the familiar
Breit-Wigner form,

$$\rho_{BW}(\epsilon) = (\Gamma/2\pi)/[(\epsilon - \epsilon_0)^2 + \Gamma^2/4],$$  \hspace{1cm} (T.8a)

we leave it to the reader (c.f. the discussion (5.8.21) to (5.8.24) of text)
to show that the corresponding survival probability has the form

$$P_{BW}(t) = e^{-r(t-t_0)/\hbar},$$  \hspace{1cm} (T.8b)

so that the decay of the state is indeed described by the exponential decay law.
We will now show that with some very reasonable assumptions, Eq. (T.1b) can never be exact regardless of the nature of the quantum system. In particular, we will show that for very long times, the survival probability must decrease at a rate that is slower than exponential. To see this, we first remark that any interacting quantum-mechanical system must have a ground state; that is, there is a state \( |\varepsilon_0\rangle \), with \( H|\varepsilon_0\rangle = \varepsilon_0|\varepsilon_0\rangle \) such that \( \varepsilon_0 \) is the smallest eigenvalue of \( H \). If this was not the case, it would be possible to extract arbitrarily large amounts of energy from the system by interactions that send it to eigenstates of increasingly lower energy. The existence of the ground state obviously implies that the probability density function \( \rho(\varepsilon) \) introduced via (T.7) above vanishes if \( \varepsilon < \varepsilon_0 \).

To proceed further, we introduce a theorem due to Paley and Wiener (R. Paley and N. Wiener, "Fourier Transforms in the Complex Domain," Am. Math. Soc. Pub. Vol. XIX, 1934), which can be stated as follows:

If \( a(t) \) and \( \rho(\varepsilon) \) are Fourier transforms of each other such that \( \rho(\varepsilon) = 0 \) for \( \varepsilon < \varepsilon_0 \) and \( \int_{-\infty}^{\infty} \! dt |a(t)|^2 \) is finite, then \( \int_{-\infty}^{\infty} \! dt |\ln|a(t)||/(1 + t^2) \) is also finite.

We will see below (where we follow essentially the argument of L. A. Khalfin, Sov. Phys. JETP Vol. 6, pg. 1053, 1958) that this remarkable result strongly constrains the long time behavior of the survival probability. First, we note that the fact that \( \rho(\varepsilon) \) is real implies \( a^*(t) = a(-t) \) so that if the survival probability decays sufficiently fast for large times, \( \int_{-\infty}^{\infty} \! dt |a(t)|^2 \) is finite, and the Fourier transform pair \( a(t) \) and \( \rho(\varepsilon) \) in (T.6) indeed satisfies the conditions for the Paley-Wiener theorem. Thus, for large times, \( |\ln|a(t)|| \) is required to increase slower than linearly, and hence the exponential behavior for \( |a(t)| \) is precluded.

We point out that while our general argument implies that the long time behavior of the survival probability cannot be exactly exponential, it does not shed any light on when the non-exponential behavior sets in or on how much the survival probability deviates from the exponential form. The former requires the specification of a time scale other than the lifetime, and so is probably dependent on the details of the dynamics that causes the decay. We also remark that the Breit-Wigner form \( \rho_{BW}(\varepsilon) \) in (T.8a) (which led to the exponential form for the survival probability (T.8b)) is non-vanishing for all values of \( \varepsilon \), and so violates the conditions of applicability of the Paley-Wiener theorem. Physically this form of \( \rho(\varepsilon) \) violates our assumption of the existence of a ground state, so that the resulting exponential behavior can be, at best, an approximation to the real situation. It will be left as an exercise for the reader to check that if we cut off the Breit-Wigner form of \( \rho \), the survival probability \( P(t) \) decays according to a power law for large times.

We stress here that the fact that we have not seen deviations from the exponential decay law at large times does not vitiate our general ar-
guments that do not tell us when the non-exponential behavior sets in. It could be that non-exponential decay occurs only after many lifetimes in which case it would be very difficult to observe. There are, however, equally general arguments that imply deviations from the exponential decay law for very short times (defined precisely below) which we turn to now.

We begin by noting (our discussion essentially follows that of B. Misra and E. C. G. Sudarshan, J. Math. Phys. Vol. 18, 756, 1977) that the time derivative of the survival amplitude \((T.6)\),

\[
da/dt = \int d\epsilon (-i\epsilon/\hbar) e^{-i\epsilon t/\hbar} \rho(\epsilon), \tag{T.9}
\]
is a well defined, continuous function of \(t\) if we further assume (as is physically reasonable) that the decaying state has a finite energy expectation value. We can, therefore, evaluate the rate of change of the survival probability,

\[
dP(t=\tau)/dt = [da^*(\tau)/dt]a(\tau) + a^*(\tau)[da(\tau)/dt]
\]

\[= -\dot{a}(-\tau)a(\tau) + a(-\tau)\dot{a}(\tau) \tag{T.10}\]

where we have used \(a^*(t) = a(-t)\) and the dot denotes differentiation with respect to the argument. We thus see that,

\[
dP(t=0)/dt = 0, \tag{T.11}\]

which of course means that the survival probability cannot be an exponential at \(t = 0\)! We remind the reader that in \((T.6)\), \(t = 0\) was defined as the latest instant of time when we knew that the system had not yet decayed. This implies that \(t = 0\) is also the time when the system was last observed or, in Dirac’s terminology, the time of preparation of the state of the system. We remark that while our argument clearly precludes the possibility of exponential decay at \(t = 0\), it sets no limitations on when exponential decay may set in.

Taking this analysis a step further, we can consider successive observations of a system. As discussed above, \((T.11)\) must hold after each of these observations. The implications of this are schematically illustrated in Fig. T.1. The survival probability for a system prepared at \(t = t_1\) is shown by the curve labeled 1 in Fig. T.1. Notice that, in keeping with \((T.11)\), the slope of the curve is zero at \(t = t_1\). If this system is allowed to evolve undisturbed, the survival probability will follow the first curve which may rapidly take an exponential form (of course, for very large values of \(t\), not shown in the figure, we have seen that the decay will be slower than exponential). The size of the flat region at \(t = t_1\) is not determined by our general arguments and must be dependent on dynamical details.

If, however, an observation is made on this system at \(t = t_2\), our arguments above imply that \((T.11)\) must hold at \(t = t_2\), so that the system
FIGURE T.1. A schematic of the short time behavior of the survival probability $P(t)$ of a state of a quantum mechanical system prepared at $t = t_1$ is illustrated by the curve labeled 1. The curves labeled 2, 3, 4 show how $P(t)$ is modified by observations of the state at times $t_2, t_3, t_4$. Notice that each successive measurement increases the survival probability from what it would have been had the system not been disturbed by that measurement.

now follows the curve labeled 2. Successive observations at $t = t_3, t = t_4$, etc., would make the system evolve along the other curves in the figure. We see that the qualitative effect of these successive observations is to increase the survival probability of the system being observed from what it would have been if the system was allowed to evolve undisturbed after its preparation at $t = t_1$. This inhibition of the decay appears to be a feature of quantum mechanics, once we grant that each observation of the system corresponds to the preparation of the quantum mechanical state.

These arguments imply that it should be possible to slow down the decay of a quantum mechanical system by making successive rapid observations on it. In the limit of continuous observation (provided that this can be operationally defined), an unstable system would not decay. This has been referred to as the quantum Zeno effect.

Deviations from the exponential decay law have never been observed for radioactive nuclei or for the well measured $K_L$ mesons of particle physics. W. M. Itano et al., Phys. Rev. Vol. A41, 2295, 1990, have however recently demonstrated that the rate for transitions between two discrete levels of a quantum system is indeed inhibited by successive measurements of the state of the system. These authors have further shown that the amount of inhibition increases with the frequency with which the system is monitored. They argue that their results are completely consistent with the expectation from quantum mechanics assuming, as usual, that each measurement is effectively equivalent to preparing afresh the state
of the system. This serves to bring home the fact that while this inhibition of transitions may be somewhat surprising, it is a consequence of the structure of quantum mechanics.

At this point, it is fair to warn the reader that we have only touched upon the basic question in our discussion of the quantum Zeno effect. There is considerable (and somewhat controversial) literature on the physical implications of this result. It is not our purpose here to discuss these in detail, nor is it our purpose to enter into various subtleties (both physical and philosophical) of the issues involved. For this, we refer the reader to the original literature.

To sum up, we have presented very general arguments to demonstrate that the decay of any quantum mechanical state must deviate from the familiar exponential decay law, both for very long and for very short times as measured from the instant of preparation of the state of the system. These deviations have not been experimentally observed for systems that exhibit (at least approximately) exponential decay. Since these arguments refer only to asymptotically long and short times, they do not preclude the possibility that a decaying quantum mechanical system may exhibit (essentially) exponential decay over most of its lifetime. Indeed by making suitable approximations, the exponential decay law has been derived (see, e.g., Merzbacher [1970], Chapter 18) for model systems whose decay can be described in perturbation theory. It is instructive to study these approximations and trace why they are invalid for very long and very short times (as they must be in view of our general considerations).
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